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Abstract

Physics-informed neural networks (PINNs) incorporate physical laws into their
training to efficiently solve partial differential equations (PDEs) with minimal data
[6]. However, PINNSs fail to guarantee adherence to conservation laws, which
are also important to consider in modeling physical systems. To address this, we
proposed PINN-Proj, a PINN-based model that uses a novel projection method to
enforce conservation laws. We found that PINN-Proj substantially outperformed
PINN in conserving momentum and lowered prediction error by three to four
orders of magnitude from the best benchmark tested. PINN-Proj also performed
marginally better in the separate task of state prediction on three PDE datasets.

1 Introduction

Physics-informed neural networks (PINNs) [6] are a class of neural networks that incorporate laws of
physics, e.g. partial differential equations (PDEs), to efficiently and accurately learn to solve PDEs
from a small sample of data. In PINNS, the physics equation is assumed to be partially known and is
incorporated into the loss function of the neural network. This creates a soft constraint where the
PINN is penalized for producing outputs that violate the physical equation. This approach allows
flexibility during training so the PINN can balance both fitting the observed data and conforming to
the governing PDE.

This approach, however, permits PINN to violate conservation laws, which are fundamental principles
of physics. A PINN that always follows conservation laws would be more accurate and trustworthy
when applied to model real-world systems. Adding another soft constraint would not address this
issue. Instead, we could impose a hard constraint that ensures the PINN’s prediction always obeys
conservation regardless of the nature of the data.

In this work, we propose a novel projection technique that can guarantee adherence to conservation
laws in a PINN by projecting its output into a functional space where the conservation law is not
violated. This projection approach establishes a rigid, inviolable boundary that also allows adaptability
during training. The projection is applied at both training and testing, so the model learns to produce
outputs that observe conservation laws and accurately represent the PDE.

To evaluate the effectiveness of this projection method, we compared a PINN model modified with
the projection method, referred to as PINN-Proj, to a vanilla PINN and a PINN model with a soft
constraint on the conservation law, referred to as PINN-SC. These models were trained and evaluated
on three physics PDEs: the Advection equation, the viscous Burgers’ equation, and the Korteweg-De
Vries equation. The models were evaluated on the error of its predictions of the state » and the
conserved quantity c. We found that PINN-Proj significantly outperformed PINN on the conservation
task while performing marginally better than PINN on the state prediction task.
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2 Related Work

In previous work, the conservation law has been incorporated into the PINN by adding another term
to the loss function, which creates a soft constraint. Training can either be done entirely with this
modified loss function [8]], or in two stages where the modified loss function is used in the second
stage of training [3]]. The physics PDE can also be completely replaced by a Hamiltonian [2] or a
Lagrangian [1], which describe how the energy of a physical system is conserved.

Another branch of previous work uses hard constraints in PINNs. In topology optimization, a hard
constraint can be used to keep the volume of the fluid described by the PDE below a certain value [4].
The boundary conditions of the physics PDE can be incorporated as hard constraints as well, and the
addition of this constraint has been found to lower testing error [5]. A projection incorporated as a
layer in a neural network has also been used as a hard constraint to guarantee that a non-PINN neural
network preserves learned conservation laws in a dynamical system [9]].

3 Method

3.1 Physics-informed Neural Network

The physics-informed neural network (PINN) can be defined as

f=ur+ Ny o

where u(z, t) is the solution to the equation and a function of spatial coordinate x and time coordinate
t. u(z,t) is parameterized by a neural network. A/[-] is a differentiable nonlinear operator that acts on
u(x,t). The PINN can learn a solution for the governing PDE using the loss function, £, defined as
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Here, {x},, t;,,u'} are the initial and boundary data on u(z, t), while {,} } are collocation points.
The first term of £ is the mean squared error between the PINN prediction u(x, t) and ground truth
u®. The second term of £ is the mean squared error of f(z,t), as f would be zero if a perfect solution
was found. We will refer to u(z, t) as the state of the PDE.

3.2 Conservation Law

Let us begin with momentum as our conserved quantity. The physical systems we used with PINN are
subject to the law of conservation of momentum, as they do not have inflow or outflow of momentum.
If we choose a PDE where the state, u, is the velocity of a fluid, then the total momentum of the
system, which we define as our conserved quantity c, at time ¢ would be

c(t) = /X u(z, t) de ~ Z u(z,t)Ax 3)
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where X is the spatial domain. If momentum is conserved in the system, c¢(¢) would remain constant
for all times ¢.

3.3 Projection Method

The prediction of the state from PINN-Proj, u,q;(,t), is defined as

't

where u(z, t) is the nominal prediction of the state from PINN. In our projection equation, the second
term calculates and removes the momentum of the system at time ¢ using a dummy variable z’, and



the third term adds the known conserved momentum value to the system. This projects the output
of the neural network into a space where conservation of momentum is guaranteed. Now using
Uproj (2, t) as the prediction for the state, we use Equation 3 to calculate the total momentum of the
system predicted by PINN-Proj,
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which is always c and is therefore always conserved.

3.4 Experimental Setup

We trained three different models: PINN, PINN-SC, PINN-Proj. A soft constraint was added to
PINN-SC by adding the mean squared error between the current momentum (second term of Equation
4) and the conserved momentum (third term of Equation 4) to the loss function. A coefficient of
10 was multiplied to this term as well. The training setup is the same as the original PINN method
[6] unless otherwise mentioned. The models were trained on three datasets which contained z, ¢,
and u values generated from the Advection Equation [7], the viscous Burgers’ Equation [6], and the
Korteweg-De Vries Equation [6]. Each PDE dataset contained 256 x values, 100 ¢ values, and 25,600
total state values u. All PDE datasets modeled conserved systems, so there was no input or output of
momentum into the systems.

The training set contained 100 points that were randomly sampled from each PDE dataset and 10,000
collocation points calculated using Latin Hypercube Sampling. Each trial had a different random
sample from its PDE dataset[ﬂ More details about the setup can be found in the Appendix.

3.5 Evaluation

The accuracy of PINN, PINN-SC, and PINN-Proj was measured on the metric of predicting state
values, u, and on conservation of the conserved quantity, c. The errors of these tasks were referred to
as Error v and Error ¢, respectively. The ground truth of ¢ was the mean total momentum over all ¢
values for each dataset. Relative L, error was used for Error u, and absolute £ error was used for
Error ¢ because the ground truth total momentum of all three systems is zero. The average errors
across five trials were reported.

4 Results
PI - -Proj
PDE NN PINN-SC PINN-Proj
Error u Error ¢ Error u Error ¢ Error u Error ¢
Advection Eq. 2.10E-03 3.85E-02 5.13E-03 4.17E-03 2.24E-03 1.31E-06
Burgers’ Eq. 2.80E-03 3.02E-02 2.16E-03 2.12E-03 1.82E-03 1.58E-06

Korteweg-De Vries Eq.  3.02E-02 5.55E-01 2.34E-02 2.40E-02 1.65E-02 1.65E-06

Table 1: Average Lo error for state prediction task (Error u) and conservation task (Error c)

Table 1 shows the results of training PINN, PINN-SC, and PINN-Proj on our PDE datasets. On the
task of predicting the state, PINN-Proj has the lowest Error v on the Burgers’ and Korteweg-De Vries
Equation datasets, scoring 3.4E-04 and 6.9E-03 lower than that of the next best model on that task,
PINN-SC, respectively. PINN has the lowest Error u on the Advection dataset, scoring 1.4E-04 lower
than that of the next best model on that task, PINN-Proj.

'All code is available at https://github.com/antbaez9/pinn-proj
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Figure 1: Predicted and ground truth of ¢ over time for first trial of Burgers’ Equation

On the task of maintaining the conserved quantity, PINN-Proj significantly outperforms PINN and
PINN-SC on all three datasets. On the Advection Equation and Burgers’ Equation dataset, PINN-Proj
outperforms the next best model, PINN-SC, by three orders of magnitude, and on the Korteweg-De
Vries Equation dataset, PINN-Proj outperforms PINN-SC by four orders of magnitude.

We can see in Figure 1 the total momentum of PINN, PINN-SC, and PINN-Proj at each time ¢, which
are their predictions of the conserved quantity c. The c values in Figure 1 also reflect the results in
Table 1, as PINN-Proj is more accurate than PINN-SC, which is in turn more accurate than PINN.
The dashed lines show the upper and lower bounds for the values in PINN-SC and PINN-Proj.

5 Discussion

On Error u, PINN-Proj performs best on two datasets and PINN performs best on one dataset. Both
margins that PINN-Proj performs better than the next best model are higher than the PINN’s margin
of outperformance. The results, therefore, demonstrate that the projection method is able to reliably
and significantly improve the conservation of the conserved quantity, and even marginally improve
performance on the state prediction task compared to using a soft constraint or no constraint in PINN.

Across all three datasets, Error ¢ for the PINN-Proj method is near 1E-6. One possible cause for the
error not being lower could be the discretization of the  and ¢ domains of all datasets was done to
five digits, which is just under the order of magnitude of the Error c. Another pattern in the c values is
that PINN-Proj, and to a lesser extent PINN-SC, have more variation than in PINN. This variation is
likely due to the many floating-point calculations during the integration in PINN-SC and PINN-Proj
and is lower in PINN-SC because of the flexibility of the soft constraint. This could also be worsened
by the discretization accuracy of x and ¢. The projection method significantly increased training time
as well, since the integration involved many calculations at every epoch during training. These issues
of accuracy, variability, and computational cost will be further addressed in future work.

The main limitation of our method is that it is only applicable to systems with no net input or output
to the system over time, which is a special case of the Neumann boundary condition. So, future
work will involve extending the projection method to general cases of different boundary conditions.
We also were limited by solvers available to generate our own dataset, so we relied on previously
generated datasets and benchmarks. If we were to use a dedicated solver, it would allow more control,
consistency, and a wider range of PDEs to be tested.

6 Conclusion

This paper proposes a novel projection method to guarantee conservation in a PINN. To determine its
efficacy, we compared a PINN that uses the projection method, PINN-Proj, to an unmodified PINN
and a PINN with a soft constraint, PINN-SC. After applying these models to datasets generated from
the Advection, Burgers’, and Korteweg-De Vries PDEs, we found that PINN-Proj, while adding
computational cost, greatly improves and guarantees conservation of momentum while marginally
improving performance on state prediction in conserved systems when compared to PINN.
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Appendix

The PINN models contained 9 hidden linear layers of 20 neurons. The weights of the neural network
were initialized using Xavier normal initialization. All activation functions were hyperbolic tangent.
The optimizer was L-BFGS. The L-BFGS optimizer used stops itself when optimality conditions are
met, so the number of epochs of training varied between trials and between datasets.

The Advection equation had a velocity of flow of 0.1 and its dataset was generated using PDEBench.
The viscous Burgers’ equation had a diffusion constant of 0.1. The Korteweg-De Vries equation had
a dispersive term of 0.0025.
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