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ABSTRACT

The presence of distribution shifts poses a significant challenge for deploying
modern machine learning models in real-world applications. This work focuses
on the target shift problem in a regression setting (Zhang et al., 2013 |[Nguyen
et al., 2016). More specifically, the target variable y (also known as the response
variable), which is continuous, has different marginal distributions in the training
source and testing domain, while the conditional distribution of features x given y
remains the same. While most literature focuses on classification tasks with finite
target space, the regression problem has an infinite dimensional target space, which
makes many of the existing methods inapplicable. In this work, we show that the
continuous target shift problem can be addressed by estimating the importance
weight function from an ill-posed integral equation. We propose a nonparametric
regularized approach named Re7aSA to solve the ill-posed integral equation and
provide theoretical justification for the estimated importance weight function.
The effectiveness of the proposed method has been demonstrated with extensive
numerical studies on synthetic and real-world datasets.

1 INTRODUCTION

Let x € R? be the feature vector, y € R be the target variable, and p(x, y) be their joint probability
distribution. Classic supervised learning assumes the training and testing data are drawn from the
same distribution (i.e., the joint distribution p(x, y) does not change across domains). However, in
practice, distributional shifts between the training and testing data are pervasive due to various reasons,
such as changes in the experimental objects, the data collection process, and the labeling process
(Quinonero-Candela et al.| 2008; |Storkeyl |2009). When the distributional shift occurs, the knowledge
learned from the training source data may no longer be appropriate to be directly generalized to the
testing data.

As a common type of distributional shift, the target shift assumes that the conditional distribution
of features given the target variable p(x|y) remains the same in the training source and testing data
domains, but the marginal distribution of the target variable p(y) differs. Existing works (Tasche,
2017;|Guo et al.l 2020; [Lipton et al., [2018} [Du Plessis & Sugiyamal 2014; [Iyer et al.,|[2014; [Tian
et al.,2023) on target shift primarily focused on the case where y is categorical (also known as label
shift or class prior change), while the cases with continuous y (the regression task) have received less
attention. However, the target shift problem in regression tasks is ubiquitous in real-world machine
learning applications. For example, the Sequential Organ Failure Assessment (SOFA) score (Jones
et al.| 2009) is the continuous indicator associated with patients’ wellness condition. Considering
the scenario where the SOFA score is employed to determine the transfer destination of patients:
those with higher SOFA scores, indicative of severe illness, are more likely to be transferred to
large medical facilities with advanced medical equipment and highly skilled staff. Consequently,
the distribution of SOFA scores among patients differs between large medical facilities and smaller
clinics, while the distribution of features given the SOFA score remains the same across different
hospitals. Nevertheless, the SOFA score predictive model trained on large medical facilities” datasets
might lead to a bad performance if directly applied to smaller clinics’ datasets. Another scenario for
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continuous target shift is the anti-causal setting (Scholkopf et al.[2012) where y is the cause of x. For
example, it is reasonable to assume that height (y) is the cause of the bodyweight (x), and we can
assume that p(x|y) is domain invariant.

This work aims to fill this research gap and focus on the target shift problem in the regression tasks.
We consider the unsupervised domain adaptation setting (Kouw & Loog| [2021)), in which the training
source dataset provides the feature-target (i.e., (x, y)) data pairs while the testing dataset only has
feature data (i.e., x) available. The goal is to improve the predictive model’s performance on the
testing dataset by leveraging the knowledge gained from the training source data.

Related Work The importance-weighted adaptation is one of the most popular approaches in
addressing the target shift problem. However, most of the existing importance-weighted adaptation
methods are designed specifically for dealing with the shift in the classification tasks (Saerens
et al., 2002 Lipton et al.| 2018 |Azizzadenesheli et al.| 2019; |/Alexandari et al., [2020} |Garg et al.|
2020). In the classification tasks, suppose the target variable y has k classes (e.g., k = 2 for binary
classification). Then, the importance weight estimation can be simplified to an optimization problem
with k parameters. However, when the target variable y is continuous (e.g., in a regression problem),
these approaches are not feasible, as it remains unclear how to represent the continuous target space
with a finite number of parameters. Existing work on the continuous target shift is scarce as opposed
to its categorical counterpart. Except for some heuristic approaches, we found two works (Zhang
et al.,|2013; Nguyen et al.,[2016) that addressed target shift using the idea of distribution matching
(i.e., minimizing the distance between two distributions). However, neither of the two works provided
sufficient theoretical justifications for their proposed methods: neither consistency nor error rate
bounds have been established. Furthermore, both KMM (Zhang et al.|2013)) and L2IWE (Nguyen
et al.[2016) need to optimize a quadratically constrained quadratic program.

Our Contributions In this paper, we propose the Regularized Continuous Target Shift Adapatation
(ReTaSA) method, a novel importance-weighted adaptation method for continuous target shift
problem. The key component of the ReTaSA method is the estimation of the continuous importance
weight function, which is crucial for shift adaptation. Using the estimated importance weight function,
one can adjust the predictive model for the target domain via weighted empirical risk minimization
(ERM). Our key results and their significance are summarized as follows:

1. We formulate the problem of estimating the continuous importance weight function as
finding a solution to an integral equation. However, such an integral equation becomes
ill-posed when the target variable is continuous. We introduce a nonparametric regularized
method to overcome ill-posedness and obtain stable solutions.

2. We substantiate our method by theoretically examining the proposed importance weight
function estimator. The theoretical findings, outlined in Theorem E], demonstrate the statisti-
cal consistency of the estimated weight function. In addition to establishing consistency,
we also quantify the convergence rate of our novel importance-weight function estimator,
thereby enhancing the distinctive contributions of our research. To the best of our knowledge,
this is the first work to offer a theoretical guarantee under the continuous case.

3. We develop an easy-to-use and optimization-free importance-weight estimation formula
that only involves solving a linear system. Through comprehensive numerical experiments,
we demonstrate that the ReTaSA method surpasses competitive approaches in estimation
accuracy and computational efficiency.

2 THE TARGET SHIFT INTEGRAL EQUATION AND REGULARIZATION

We use subscripts s and ¢ to represent the training source- and testing data domains, respectively.
The target shift assumption says that ps(x|y) = p:(x|y) while ps(y) # p+(y), and the goal is to train
a predictive model E, (y|x) on the target domain. In terms of data samples, we have labeled data
{(xs,5:)}—; ~ ps(x,y) from the source domain and unlabeled data {x;}[ " | ~ p;(x) from the
testing data domain. Note that data from the testing data domain have no observation on the target

variable y; thus, we cannot train IEt(y|x) directly and must leverage the feature-target data pair (x, y)
from the training source domain.
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We define the importance weight function as w(y) = pt(y)/ps(y), the target shift assumption implies

that
e L

Equation (1)) has three terms: p;(x)/ps(x), ps(y|x), and w(y). Suppose pt(x)/ps(x) and ps(y|x)
are known, then (I)) can be viewed as an integral equation to solve the unknown function w(y).

The importance weight function w(y) is the key to target shift adaptation: letting (-, -) be the loss
function, the risk of any predictive model f(-) on the testing data domain can be converted to a
weighted risk on the training source domain: E; [ {f(x),y}] = Es [w(y)¢{f(x),y}], where E,
and E, represent the expectation with respect to the training source and testing data distribution,
respectively. Such equivalence implies that we can learn a predictive model for the target domain via
weighted ERM using data from the source domain with the importance weight function w(y). Most
existing work deals with the classification tasks with finite k classes, in which y comes from a finite
discrete space {1, -- , k}. Thus, the right-hand-side of (I) can be represented in a summation form
Z’;:l ps(y|x)w(y) and {w(y),y = 1, - , k} can be estimated by solving the k-dimensional linear
equations (Lipton et al., 2018). However, when y is continuous, the importance weight function
cannot be reduced to a finite number of parameters as y can take an infinite number of values. Such a
difference pinpoints the difficulties that arise when y is continuous.

Operator Notations We first introduce a few operator notations for our problem formulation.
Considering the training source distribution ps(x, y), we use L?(x, y) to denote the Hilbert space
for mean-zero square-integrable functions of (x,y). The inner product for any hy, he € L?(x,y) is
defined by (h1, he) = [ hi(x,y)he(x, y)ps(x,y)dxdy = Es {h1(x,y)ha(x,y)}, and the norm is
induced as ||k = (h, h)'/2. Similarly, we use L?(x) or L?(y) to respectively denote the subspace
that contains functions of x or y only In this case, the inner product hl, hy € L*(x) or L*(y) is

given by (h1,ha) = [ hi(x ps(x)dx or (hi,ha) = [ hi(y) ps(y)dy. Additionally, we
define two condltronal expectatlon operators
T:L2(y) —» L (x),s.t. T = Es {o(y)x} , )
T*: L*(x) = L*(y), s.t. T = B {¢(x) |y} - 3)
T and T™* are adjoint operators because
Tob) = [ V. (o) pao)ix = [ [ olwveo.(x.)dyax

= /sa(y)lEs Y)Y} ps(y)dy = (p, T*)

for any p € L?(y) and ¢ € L?(x). Using the operator notations, we rewrite (1)) as
Tpo =1, “)

where n(x) = p¢(x)/ps(x) — 1 and pp(y) = w(y) — 1 is the unknown function to be solved. We
define 7(x) in such way to satisfy the mean-zero condition E, {n(x)} = 0 so that n(x) € L?(x).

Identifiability With the above reformulation, a natural question is whether py is identifiable, i.e.,
the solution of the equatron (@) is unique. To further ensure umqueness of the solution to (@), let the
null set of T be N'(T') = {¢ : T = 0, € L?*(y) }. Then py is a unique solution to @) if and only
it N(T) = {0}. Because T is a conditional expectatron operator, we can equivalently express the
identifiability condition with the following completeness condition. We refer the readers to Newey &
Powell| (2003) for a detailed discussion on the completeness condition.

Condition 1 (Identifiability Condition). The importance weight function w(y) is identifiable in (1)) if
and only if Eg {p(y)|x} = 0 almost surely implies that p(y) = 0 almost surely for any ¢ € L*(y)

Ill-posedness & Regularization Even though the integral equation in (@) has a unique solution
under Condition 1, we are still not readily able to solve for py. This is because (4) belongs to the class
of Fredholm integral equations of the first kind (Kress, [1999), which is known to be ill-posed. More
specifically, it can be shown that even a small perturbation in 7 can result in a large change in the
solution py in (@). This phenomenon is referred to as an "explosive" behavior (Darolles et al.| 201T),
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for which we provide details in Section A the supplementary materials. Such sensitive dependence
upon input (i.e., 1) is problematic because, in practice, the true function 7 is unknown, and an
estimated version 7 would be plugged in. No matter how accurate the estimation is, the estimated 77
will inevitably differ from 7, thus leading to a large error on pyg.

To address the ill-posedness of Equation (@), we adopt the Tikhonov regularization technique, which
has been broadly applied in various tasks, for example, the ridge regression (Hoerl & Kennard, [1970)),
and the instrumental regression (Carrasco et al., 2007; [Feve & Florens| [2010; [Darolles et al., 201 1}).
The Tikhonov regularization yields a regularized estimator p,, by minimizing a penalized criterion

pa = argmin||Tp — n||* + o|/p]|?,
pEL2(y)

where « is a regularization parameter. This minimization leads to the first-order condition for a unique
solution to (oI 4+ T*T') p = T*n, where I is the identity operator. Furthermore, by the definition of
T and T* in 2)-(3)), we can rewrite the first-order condition as

ap(y) + Es [Es {p(y)[x} [y] = Es {n(x)]y}. 5)

3 ESTIMATION OF THE IMPORTANCE WEIGHT FUNCTION

This section focuses on how to estimate the solution function p,, using (3). Estimating p,, requires
two steps: the first step is to replace (5)) with a sample-based version; the second step is to solve for the
estimate p,, from the sample-based equation. We employ the kernel method to find the sample-based
version of . To this end, without loss of generality, we assume x and y take values in [0, 1]? and
[0, 1] respectively. In particular, we use a generalized kernel function, whose definition is given
below.

Definition 1. Ler h be a bandwidth, a bivariate function Ky, : [0,1] x [0, 1] — R satisfying:

1) Kp(z,%) =0,ifx > Forxz <& —1, forall & € [0,1];

Y - 1 forq=0
9 —(q+1>/ e _ »
)h y71x n(x, T)dx 0 forl<q<f—1,

is referred as a univariate generalized kernel function of order .

Based on the above definition, the density estimates are given by

Ps(x,y) = (nhP*)~ ZKXh X — X3, X) Ky n(y — vi,y), Ds(y) = ZKYhy Yiry),
i=1
n+m
pe(x) = (nh?)~ Z Kx n(x —x4,%), ps(x) = (”hp)flsz,h(X—XmX)a
1=n+1 =1

where p is the dimension of x, h is the bandwidth parameter, Ky, is a univariate generalized kernel
function, and Kx j, is a product of univariate generalized kernel functions defined for each component
of X. In addition, we estimate n(x) with 7j(x) = p;(x)/ps(x) — 1. Instead of simply calculating the
ratio of two density estimates, there are other methods for computing the density ratio (e.g.,|Sugiyama
et al.[2012). Due to the space limit, we focus on the simple approach 7j(x) = p;(x)/ps(x) and leave
more details in Section C.2.2 of the supplementary materials.

Let p be an arbitrary function in L?(y). Using the kernel density estimates, the Nadaraya—Watson
estimates of E; {p(y)|x}, Es {7(x)|y}, and E4[Es{p(y)|x}|y] are, respectively, given by
& iy p(yi) Kx n(x — x4, %) o Y n(x) Ky (y — visy)
S {p(y>|X} - En K ] ’ s {U(X)|y} - K )
i1 Kxn(x = x5, x) i Kvn(y — yj,9)

and

ES[E, {p(y)Ix} y] = {Zmy Ve y )} { Z?—z”(yi)K"’h(”‘X“"”Kxh(y—yg,y)}.
l

— 2o Kxon(xe —x5,%¢)
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Using the estimates above, we can obtain the sample-based version of (5), and the next step is to
solve for the function p. By letting y = yi, . . ., y», we have the following linear system:

alpy)- .- plyn)] + CxlyCyix [P(y1) - - plya))" = = Cyy [0(x1) - (%))t (6)

where Cy|, and C |, are both n x n matrices and their (i, j)th entries are given by

Ky n(yi — yj,yi) Kx p(x; — x,%;)
Cy = = A and (Cyix).. = =1 ek .
( ‘y)” Y1 Ky n(vi — Yo, yi) (Cy )” Doy Kxon(xi — x0,%)

We can obtain the estimate of p,, on {y1, ..., y,} by solving the linear system @ as

[Z)\Oé(yl)> - (yn)}T = (OéI + Cx|ycy\x)71 Cx|y [ (Xl) - 7ﬁ(xn)]T : (7

Note that the estimates on {y1, ..., y,} in (7) are all we need because the importance weights are
W(yi) = pa(yi) + 1,4 =1,..., n; thus, for a family of regression models, denoted by F, the trained
regression model for the target domain can be obtained from the weighted ERM

B (VX = x) = argmin 3500 {x) — ).

fer i—1

4 THEORETICAL ANALYSIS

In this section, we provide a theoretical understanding of the proposed kernel-based importance
weight function-based adaptation. In particular, we establish the consistency of p, a solution of the
sample-based approximation, to the solution py of the equation (@) under suitable assumptions. We
define two estimated conditional expectation operators as

T L2(y) = (%), s.t. Top = B, {p(y)lx} = / o()Pa(yx)dy, ®)

75 20 - L), 5. 70 = B (w0)ly} = [ w607, (xly)ix ©)

Furthermore, by plugging 7j(x) = p:(x)/Ps(x) — 1, we have the kernel-based approximation of
equation () as

(1+T°T) p=T7 or aply) +E, [Bo{o(y)xt ] =B, (7G0lyt . (10)

Now, we provide a theoretical justification for our proposed kernel-based regularization framework.
Specifically, we first prove the consistency of the solution obtained from (I0), denoted by p, =

(al +T *f) f*ﬁ Toward this end, we state several necessary assumptions.

Assumption 1. The joint source density ps(x,y) and marginal source densities ps(x) and ps(y)

2
satisfy [ [ {#’;f’w} Ps(X)ps(y)dxdy < 0.

Remark 1. The implication of Assumption|[l|is that two operators T and T* defined in @2)) and (3) are
Hilbert-Schmidt operators and therefore compact, which admits the singular value decomposition.

To establish consistency, we restrict the function space in which the solution pg resides. Consequently,
we introduce the S-regularity space of the operator 7" for some 3 > 0,

Definition 2. For § > 0, the B-regularity space of the compact operator T is defined as ®g =
{p € L2(y) such that ;2 {p, )2 NP < } where {\;}5°, are the decreasing sequence of

nonzero singular values of T and {p;}52, is a set of orthonormal sequence in L2( ). In other words,
for some orthonormal sequence {@}1_1 C L3(x), To; = \iw; holds for all i € N.

Assumption 2. There exists a 3 > 0 such that the true solution py € ®g.

Remark 2. In general, for any 81 > Ba, @5, C P®g, (Carrasco et al.|[2007). Therefore, the regularity
level B governs the complexity of the space. A detailed discussion of the B-regularity space is given
in Section A.1 of the supplementary materials.
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Assumption 3. We assume x € [0,1]?, y € [0,1]; and the k-times continuously differen-
tiable densities ps(x,y), ps(x) and p;(x) are all bounded away from zero on their supports, ie.,
ps(xa y)aps(x)apt(x) € [67 OO), fOV some € > 0.

Remark 3. The equation (1) is problematic when ps(x) goes to zero. Therefore we need the
assumption that ps(x) is bounded from below by some constant € > 0. Also, we need the support
of p¢(x) to be a subset of the support of ps(x). When ps(x) goes to zere, while p;(x) is not zero, it
corresponds to the out-of-distribution (OOD) setting (Zhou et al.| |2023).

As we adopt the class of multivariate generalized kernel functions formed by a product of univariate
generalized kernel functions, we impose the following common assumptions which can be found in
(Darolles et al., 20115 [Hall & Horowitz, [2005])

Assumption 4. With a bandwidth parameter h, a generalized kernel function K, : [0,1] x [0,1] —
R satisfies the following conditions:

1. Kp(z,y)=0ifz ¢ [y —1,y] NC, where C is a compact interval independent of y.

2. sup |Kp(z,y)| < oo
z€C,y€(0,1]
Remark 4. Note that the domain restriction is primarily for the purpose of theoretical analysis.
In fact, any compact domain would suffice. The continuous differentiability and boundedness
assumptions on the density are to obtain uniform convergence of KDE estimators, which serves as
an important tool to establish consistency. Such uniform convergence results based on the ordinary
kernel functions need additional restrictions on the domain, while the generalized kernel functions
can obtain uniform convergence over the entire compact support|\Darolles et al.|(2011).

To guarantee convergence in probability, we make assumptions on the decaying rate of the bandwidth
parameter i and regularization parameter o with respect to the sample size .

Assumption 5. The kernel bandwidth h, regularization parameter o and the source sample

size n satisfy lim 0 log (n)/(nh?*1) = 0. Furthermore, the target sample size m satisfies
n—

lim 50 log (m)/(mh?) = 0.
m—r00

Remark 5. The assumption implies that the growth rate of n is faster than the decaying rate of hPt!
so that nhP*1 grows faster than the log(n) rate. Similar to n, we require the growth rate of m to be
faster than the decaying rate of hP. As the assumption indicates, the price one must pay to establish
a convergence rate in the high-dimensional setting is non-negligible.

We formally state the consistency result, of which the proof is provided in Section B of the supple-
mentary materials.

Theorem 1. For 3 > 2, under Assumptions|[l]-[5| one can show that ||ps, — pol|? is of order
002+ (== 41> LR 1)l
p nhpt1 nhp+1

1 1 1 log m log m
—[——+nr"+1 S e . 11
+ <nhp+1+ + ><n+ +4/ o ( + mhp>>> (11

. . log(m. log(m . ~
In particular, if max (hQ”Y7 %h” %hm) = 0,(a?) and lim o—0 na® = oo, p, converges

bl P
m
n— oo

in probability to p, i.e., ||pa — pol|* = op(1), as a,h — 0, n = 00, and m — oo.

Remark 6. In the proof, we conduct the theoretical analysis by decomposing the error between
po and pg, into three parts. Each term, inside the Op(~) expression in @]), indicates the errors
manifested by each of the three parts. The first term inside the O,(-) represents the error between
the unregularized solution py and the regularized solution p,. The second term appears due to
kernel-based approximation of conditional expectation operators. The last factor reflects the cost of
estimating conditional expectation operators and target/source densities. Naturally, the target sample
size only gets involved in the last term.
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Remark 7. To establish consistency, n must grow faster than o to make na? divergent. In the
meantime, the decay rate of regularization parameter o should be slower than all three terms
h27,\/log(m)/(mh?)h and log(m)/(mhP). Therefore, the assumption indicates that the regular-
ization parameter should decay slower as the dimension of the feature becomes larger; i.e., a larger
regularization effect is needed for a higher dimension. Furthermore, the assumption indicates that
one can use a smaller regularization parameter for smoother densities with a larger order of the
generalized kernel function.

Remark 8. Theorem || provides a bound for the estimation error’s weighted L? norm (i.e.,
1Pa — poll®> = [{Pa(y) — po ()} ps(y)dy). Compared with a function’s ordinary L? norm (i.e.

J{Paly) — po(y)}2 dy), the weighted L? norm directly bounds the target domain generalization
error. More details are given in Section B.1 of the supplementary materials.

5 EXPERIMENTS

In this section, we present the results of numerical experiments that illustrate the performance of
our proposed method in addressing the continuous target shift problem. We will first study with the
synthetic data and then apply the methods to two real-world regression problems. Our experiments
are conducted on a Mac-Book Pro equipped with a 2.9 GHz Dual-Core Intel Core 15 processor and
8GB of memory. We relegated the experimental details (e.g., hyperparameter tuning) and extensive
experiments with high-dimensional datasets to Section C in the supplementary material.

5.1 NONLINEAR REGRESSION WITH SYNTHETIC DATA

We first conduct a synthetic data analysis with a non-
linear regression problem. Inspired by the setting

in |Zhang et al.| (2013), we generate the dataset with 44 - Source Data
x = y+3xtanh(y)+e, where € ~ Normal(0, 1). The + TargetData
target y, for source data is from Normal(0, 2), while 2] Lagt

the testing data has the target y; from Normal(pt,0.5). .. o] gt

We use u; to adjust the target shift between the training -,.{.'.’.;.ﬁ'?

source and testing data. We set the size of the target test- —2] P X

ing data as 0.8 of this study’s training source data size, _al e

i.e., m = 0.8 x n unless otherwise specified. Figurell] .

shows an example with y; = 0.5 and n = 200. As for -20 -10 0 10

the target prediction, we adopt the polynomial regres- x

sion model with degrees as 5. In this simulation study,

we consider three existing adaptation strategies as base- Figure 1: An illustration of the nonlinear
line methods: 1). Non-Adaptation, in which the source regression synthetic data with n = 200 and
data trained model is directly applied for the prediction. 1, = 0.5. The blue dots are the source data,
2). Oracle-Adaptation, of which the importance weight and the red plus marks are the target data.
function is the ground truth. 3). KMM-Adaptation pro-

posed by Zhang et al.|(2013). 4). L2ZIWE-Adaptation proposed by |[Nguyen et al.[(2016). It is worth
noting that Oracle-Adaptation is infeasible in practice as the shift mechanism is unknown.

Evaluation Metrics Two metrics are used to evaluate the adaptation performance in our experi-
ments: 1). Weight MSE: the mean square error of the estimated adaptation weights v.s. the weights
from Oracle-Adaptation, i.e., Y ., [|&(y;) —w(y;)||*/n. Non-Adaptation calculates the weight MSE
by assuming no shift as &(y) = 1. 2). Delta Accuracy (A Accuracy): the percentage of the improved
prediction MSE compared with that of Non-Adaptation, and the larger value represents the better
improvement. We conducted all experiments with 50 replications.

Experimental Results Our first study focuses on the adaptation methods’ performances under
different data sizes. We fix y; = 0.5 and change the data size n from 100 to 1000. The results
are shown in Figure [2] (a)&(d). Our proposed method performs significantly better than L2IWE-
Adaptation and KMM-Adaptation method in terms of both weight estimation and prediction accuracy.
Compared with Non-Adaptation, KMM and L2IWE methods reduce the weight MSE by about 25%
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Figure 2: Performances comparison over difference adaptation methods. The first row uses weight
MSE as a metric, and the second one shows the performance measuring by AAccuracy. (a)&(d) are
the performance over different sample sizes. The sample sizes range from {100, 200, 500, 1000}.
(b)&(e) are the performances over different target shifts ;. The values of i range from 0.1 to 2.
(c)&(f) are the performances over different target-source data size ratio m/n and the values range
from 0.2 to 0.8. The solid curves are the mean values and the shadow regions are 95% CI error bands.

and 60%, respectively, while our method reduces it by more than 75%. For prediction accuracy,
increasing data size from 100 to 1000, our method improves accuracy from about 15% to 22% while
KMM-Adaptation improves less than 10%. The L2IWE method is better than the KMM method but
still not as good as the proposed method.

Furthermore, we study the performances under different target shifts with the results shown in
Figure 2] (b)&(e). Consistently, our proposed adaptation method still outperforms KMM and L2IWE.
It can be seen from Figure[2](b) that as 1, increases, the shift becomes severe, and the weight MSE
gets larger for all the methods. However, our proposed method keeps the weight MSE smaller than
0.8 for all the p; values, while KMM and L2IWE have the weight MSE more than 1.5. Also, for the
prediction performance, our proposed method is close to the Oracle-Adaptation when i, increases
with improved accuracy by more than 20%. But KMM and L2IWE generally get worse performance
as [i; increases.

We also evaluate the impact of target data size m on the performance. We fix the source data size
n = 500, and the target shift u; = 0.5. We tune the size ratio m/n in {0.2, 0.4, 0.6, 0.8}. The
experimental results are shown in Figure |Z| (0)&(f). It can be seen from Figure |Z| (c) that the target
data size m has a relatively small impact on the adaptation performances. The weight MSE and
delta accuracy curves are flat over different values of m /n. But when comparing the performance of
our methods with KMM and L2IWE, we can see that our method can consistently achieve higher
prediction accuracy and smaller weight MSE. Thus, we conclude that our proposed method performs
better than the two existing methods under different sample sizes and target shift settings in this
nonlinear regression study.

5.2 REAL-WORLD DATA EXPERIMENTS

In this section, we will conduct the experiments with two real-world datasets: the SOCR datasetﬂ and
the Szeged weather record dataseﬂ The SOCR dataset contains 1035 records of heights, weights,
and position information for some current and recent Major League Baseball (MLB) players. In this
dataset, there is a strong correlation between the player’s weights and heights. Also, it is natural to
consider the causal relation: height — weight, which justifies the continuous target shift assumption.

"http://wiki.stat.ucla.edu/socr/index.php/SOCR_Data_MLB_HeightsWeights
https://www.kaggle.com/datasets/budincsevity/szeged-weather
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Table 1: The experimental results for SOCR and Szeged weather datasets. The numbers reported
before and after + symbolize the mean and standard deviation, respectively.

SOCR Dataset Szeged Weather Dataset
Adaption | Weight MSE ~ APred. MSE (%) | Weight MSE ~ APred. MSE (%)
Oracle - 12.726:‘:1,026 - 35572:‘:26.237
KMM 0.47740.269 3.07645.175 2.34341.488 0.516+65.107
L2IWE 0.178+0.025 —5.93311.763 1.04719.650 —8.40027 622
Ours 0-025i0.009 6.705i0,977 0-756i0,878 19~567i15.679

Thus, we consider players’ weights as the covariate  and their heights as y. In our study, we
conducted 20 random trials. In each trial, we treat all outfielder players as the testing data and
randomly select 80% of the players with the other positions as the training source data.

The second real-world task under investigation is the Szeged temperature prediction problem. This
dataset comprises weather-related data recorded in Szeged, Hungary, from 2006 to 2016. In this
study, we take the temperature as the target, and humidity as covariate. This is because there is a
causal relationship between temperature and humidity: it tends to decrease relative humidity when
temperature rises. We treat each year’s data as an individual trial. In each trial, we utilize data from
January to October as the training source dataset, while data from November and December constitute
the testing dataset. In this data-splitting scheme, the testing data tends to have lower temperature
values than the training source data.

The experimental results are summarized in Table[I] As we do not know the true distribution of target
variables in real-world datasets, we calculate the oracle importance weight in an empirical way: we
use the real target values across training and testing datasets to estimate the corresponding density
functions, then leverage the ratio of the estimated density functions for the oracle importance weight.
We use weight MSE and Aprediction MSE (%) as the performance metrics. It can be seen that our
proposed adaptation method performs better than KMM and L2IWE with smaller weight MSE and
larger Aprediction MSE: Our method improves the weight estimation by reducing about 95% and
77% weight MSE for SOCR and Szeged weather datasets, respectively. Also, for Aprediction MSE,
our method improves about 4% for the SOCR dataset and 19% for the Szeged weather dataset. Also,
note that our method’s estimation variation (i.e., the standard deviation) is smaller than KMM and
IL2IWE. Thus, we claim that our method performs well in both estimation accuracy and stability.

6 DISCUSSIONS

We address the continuous target shift problem by nonparametrically estimating the importance
weight function, by solving an ill-posed integral equation. The proposed method does not require
distribution matching and only involves solving a linear system and has outperformed existing
methods in experiments. Furthermore, we offer theoretical justification for the proposed methodology.
Our approach has effectively extended to high-dimensional data by integrating the black-box-shift-
estimation method introduced in [Lipton et al.| (2018]). The essence of this method is to use a

pre-trained predictive model to map the features x to a scalar Es(y\x); thus avoiding the curse of
dimensionality. Due to space constraints, we present additional experiments on high-dimensional
data in the supplementary materials.

This study is primarily centered on training predictive models in the target domain. An associated
question naturally arises regarding the quantification of uncertainty in predictions. While existing
research has addressed this concern in the context of classification (e.g.,|Podkopaev & Ramdas|2021]),
a noticeable gap exists when considering the continuous case.To our best knowledge, this aspect
remains unexplored in the current literature and could be a prospective avenue for future research.
Finally, it is noteworthy that we consider the case where the support of y on the target domain is
a subset of that in the source domain. Consequently, another potential future research question
will be to address continuous target shifts under the out-of-distribution setting. Lastly, we adopt a
simple density ratio estimation method (for 7(x)) in this paper and establish theoretical results upon
it. We compare this simple density ratio method with the RuLSIF method in Section C.2.3 of the
supplementary, but more extensive comparisons with other existing methods could be of interest.
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