
A Appendix

Proof of Lemma 4.1. Suppose that α embeds O = (O1, . . . , Op) in M ∈ LNGd and that D =
BO(M). Suppose that D[,v] = aD[,u]. First, we show that at least one of u, v must be strictly greater
than p. Suppose for a contradiction that u, v ≤ p. Since D has ones everywhere on the diagonal of
the principal p × p submatrix, Duu = Dvv = 1. By assumption, we have that Duv = a > 0 and
Dvu = 1/a > 0. But then Ou ⇝M Ov and Ov ⇝M Ou, which contradicts acyclicity. Therefore,
without loss of generality, we suppose that v > p.

Let y, z = α−1(u), α−1(v). Let A = A(M) and B = B(M). Let β be the permutation of {1, ..., d}
sending i 7→ i for i < z and i 7→ i− 1 for i > z. Define the d− 1× d− 1 matrix A′ in the following
way:

A′ij = Aβ−1(i,j) +Az,β−1(j)Aβ−1(i),z.

Since A has zeros on the diagonal and, by acyclicity, one of Az,β−1(i), Aβ−1(i),z must be zero, A′

has zeros on the diagonal. We show that A′ is lower triangular, i.e. that A′ij = 0 whenever j > i.
There are three cases to consider: (1) i < z, j < z; (2) i < z, j ≥ z and (3) i ≥ z, j ≥ z. In
the first case A′ij = Aij + AzjAiz. Since A is lower triangular, Aij = Aiz = 0. In the second
case, A′ij = Ai,j+1 +Az,j+1Aiz. Since A is lower triangular, Ai,j+1 = Aiz = 0. In the final case,
A′ij = Ai+1,j+1 +Az,j+1Ai+1,z. Since A is lower triangular, Ai+1,j+1 = Az,j+1 = 0.

Since I − A′ is lower triangular and its diagonal entries are all equal to one, the inverse matrix
B′ = (I − A′)−1 exists. We argue that B′ij = Bβ−1(i,j). Let Πij be the set of all paths from i to j
over the vertices {1, . . . , d}. Let Πikj be the set of all paths from i to j over the vertices {1, . . . , d}
passing through k and let Πi̸kj = Πij \ Πikj . Let Π′ij bet the set of all paths from i to j over the
vertices {1, . . . , d− 1}. From our previous observation, we have that

B′ji =
∑

π∈Π′
ij

|π|∏
i=1

A′πi+1,πi
(1)

=
∑

π∈Π′
ij

|π|∏
i=1

(
Aβ−1(πi+1,πi) +Az,β−1(πi)Aβ−1(πi+1),z

)
(2)

=
∑

π∈Πβ−1(i)̸zβ−1(j)

|π|∏
i=1

(
Aπi+1,πi

+Az,πi
Aπi+1,z

)
. (3)

Note that for any π ∈ Πij there can be at most one πi such that

Az,πi
Aπi+1,z ̸= 0.

If this were not the case, there would be causal paths in G(M) passing through z twice, contradicting
acyclicity. Let πi∗ be the unique such πi, if it exists, and let πi∗ = π1, otherwise. Then:

B′ji =
∑

π∈Πβ−1(i)̸zβ−1(j)

|π|∏
i=1

(Aπi+1,πi
) +Az,πi∗Aπi∗+1,z

∏
i ̸=i∗

(Aπi+1,πi
) (4)

=
∑

π∈Πβ−1(i)̸zβ−1(j)

|π|∏
i=1

(Aπi+1,πi) +
∑

π∈Πβ−1(i)zβ−1(j)

|π|∏
i=1

(Aπi+1,πi) (5)

=
∑

π∈Πβ−1(i)̸zβ−1(j)

×Mπ +
∑

π∈Πβ−1(i)zβ−1(j)

×Mπ (6)

=
∑

π∈Πβ−1(i,j)

×Mπ (7)

= Bβ−1(j,i). (8)
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Let the d− 1 element column vector e′ be just like the first d− 1 rows of Pβe(M) except e′β(y) =
ey + aez. Since the sum of independent non-Gaussian variables is non-Gaussian, each element of e′
is not Gaussian. Moreover, since functions of independent random variables are independent, the e′i
are mutually independent.

Let X′ = B′e′ Since B′ is lower triangular with ones on the diagonal and e′ is a vector of mutually
independent, non-Gaussian random variables, we have that M ′ = ⟨X′, e′, A′⟩ is in LNGd−1.

We are now in a position to prove part (i) of the theorem. We claim that β−1 ◦ α embeds O into M ′.
In other words, we claim that Oi = Xβ(α−1(i))(M

′) :

Xβ(α−1(i))(M
′) =

d−1∑
j=1

B′β(α−1(i)),je
′
j

= B′β(α−1(i)),β(y)e
′
β(y) +

∑
j<z,j ̸=β(y)

B′β(α−1(i)),je
′
j +

∑
j≥z,j ̸=β(y)

B′β(α−1(i)),je
′
j

= Bα−1(i),y(ey + aez) +
∑

j<z,j ̸=β(y)

Bα−1(i),β−1(j)e
′
j +

∑
j≥z,j ̸=β(y)

Bα−1(i),β−1(j)e
′
j

= Bα−1(i),y(ey + aez) +
∑

j<z,j ̸=y

Bα−1(i),jej +
∑

j≥z,j ̸=y

Bα−1(i),j+1ej+1

= Bα−1(i),y(ey + aez) +
∑

j<z,j ̸=y

Bα−1(i),jej +
∑

j>z,j ̸=y

Bα−1(i),jej

= aBα−1(i),yez +
∑
j ̸=z

Bα−1(i),jej

= Xα−1(i)(M)

= Oi.

The third and fourth equalities follows from the fact that B′ij = Bβ−1(i,j) and that β−1(i) = i

when i < z and β−1(i) = i + 1 when i ≥ z. The penultimate equality follows from the fact that
aBα−1(i),yez = aBα−1(i),α−i(u)ez = aDi,uez = Di,vez = Bα−1(i),α−i(v)ez = Bα−1(i),zez. The
final equality follows from the fact that α embeds O in M.

We now prove (ii). Suppose that Oi ⇝M Oj . Since M is faithful, Bα−1(j,i) ̸= 0 and therefore
B′β(α−1(j,i)) ̸= 0. That entails that β(α−1(i))⇝M ′ β(α−1(j)) and, since β−1 ◦α embeds O in M ′,

Oi ⇝M ′ Oj . For the converse it suffices to show that i→M ′ j entails β−1(i)⇝M β−1(j). Suppose
the antecedent holds. Then A′ji ̸= 0. Therefore, either Aβ−1(j,i) ̸= 0 or Az,β−1(i)Aβ−1(j),z ̸= 0. In
either case, β−1(i)⇝M β−1(j).

It remains to prove (iii). Suppose that i⇝M ′ j. Then, by (ii), β−1(i)⇝ β−1(j). Since M is faithful,
Bβ−1(j,i) ̸= 0. But since Bβ−1(j,i) = B′j,i, B

′
j,i ̸= 0, as required.
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