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Supplementary Material for
MMHead: Towards Fine-grained Multi-modal 3D Facial
Animation
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In the supplementary document, we first provide more details about
MMHead dataset and MM2Face method in Section 1 and Section
2, respectively. Then, we show additional experimental results in
Section 3. Finally, the limitations and broader impacts are discussed
in Section 4. Please also refer to the accompanying video for more
intuitive results.

1 MMHEAD DATASET

In this section, we first provide more details about how we obtain
high precision 3D facial motion sequences and hierarchical text
annotations from portrait videos, and then conduct comprehensive
statistical analysis of the proposed MMHead dataset.

1.1 3D Facial Motion from Portrait Videos

We use sequences of expression and pose parameters of FLAME [7]
to represent 3D facial motion. To obtain FLAME parameters from
portrait videos, we utilize a SOTA monocular 3D face reconstruc-
tion method, EMOCA [2-4], to estimate FLAME parameters frame
by frame. Then we optimize the obtained FLAME parameters to im-
prove the quality of 3D facial motion. Specifically, we first calculate
the mean value of shape, pose, expression, and bounding box size
over time respectively, and then calculate Ly distance of each value
to the corresponding mean value and treat points whose distances
are outside the interval [Q; — s X IQR, Q3 + s X IQR] as outliers
and replace them, where IQR = Q3 — Q1, Q1 and Q3 denote lower
quartile and upper quartile respectively, s is the scale factor. Then,
we optimize the expression and pose parameters by minimizing the
following loss function using Adam optimizer [6]:

L= |@or — w1z 0l + 201027 - 0015 (O
where, ¢ and 0 denote the FLAME expression and pose parameters
respectively, T is the length of the facial motion sequence, A is the
balance weight.

Although the optimization step can remove the outliers and
smooth the 3D facial motion sequences, motion sequences in which
vast majority of frames cannot be correctly reconstructed are diffi-
cult to find and remove. To this end, we manually check the dataset
and delete the bad reconstruction results, we summarized some
common failure reconstruction results in Fig. 1. Finally, we obtain
various great reconstruction results as shown in Fig. 2

1.2 Text Annotation

As described in the main paper, we design five different prompts for
annotating abstract action and emotion descriptions, fine-grained
head and facial movements (i.e., head pose and expression) descrip-
tions, and emotion scenarios, respectively. The prompts we used is
shown in Fig. 3 and Fig. 4. Specifically, we follow [10] and use [8]
to detect 41 facial action units (AU) frame by frame. As for head
pose, we define 6 head pose descriptions according to the rotation

__glsiglale

Figure 1: We remove such failed cases to ensure the quality
of 3D facial motion.

Rotation Range ‘ Description

ry <0 Head up

I >0 Head down

ry <0 Head turns right
ry >0 Head turns left
r; <0 Head tilts left

rz >0 Head tilts right

Table 1: Head pose descriptions according to the rotation
vector r = (ry, 1y, ;) of the FLAME neck joint.

vector r = (ry, Ty rz) of the FLAME neck joint as illustrated in Tab.
1.

1.3 Dataset Statistics

We conduct data analysis of MMHead dataset. We gradually ana-
lyze the motion duration distribution, action distribution, emotion
distribution and head pose distribution.

Motion Duration Distribution. The duration distribution is sum-
marized in Fig. 5. MMHead contains diverse motions which cover a
wide range of duration times (1 seconds to 8 seconds). The similar
distributions of Bench I subset and Bench II subset also demonstrate
that our talking animations and 3D facial motions both contains
various motions.

Action Distribution. The action distribution indicates the distri-
bution of action words extracted from abstract action descriptions
in our dataset, reflecting the diversity of our abstract action text
descriptions. The results are summarized in Fig. 7. We can observe
that (1) "talk" is the word with the highest frequency in MMHead
dataset because most of our data are collected from talking head
datasets. (2) Compared to the action distributions in MMHead and
Bench I datasets, the distribution in Bench II subset is quite differ-
ent, which contains many high frequency novel actions such as
"make a face", "eat", "chew", "weep" etc. This demonstrate that 3D
facial motion is quite different from 3D talking head because bench-
mark II are mainly focusing on facial expression motion generation
instead of talking motions with corresponding audios.

Emotion Distribution. The Fig. 6 reflects the diverse emotion
distribution in our MMHead dataset.
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130 Figure 2: Key frames of 3D facial motion reconstructed from portrait videos, which demonstrates the high precision of 188
51 constructing 3D facial animation dataset by monocular 3D face reconstruction. 189
132 190
133 191
I'll give you an [action label set] (in the format of {frown, head_wagging, talk}) which consists of the actions that the portrait in a video clip have done, and your task is to use natural
134 language to string the action labels in the [action label set] together into a descriptive statement that describes the actions of the portrait in the video clip according to the chronological order. 192
135 To help you figure out the chronological order of the portrait's actions, I'll also give you a [sequence of activated facial action units and head pose descriptions] (in the format of <frame id, 193
136 Lid tightener: 0.79, Upper lip raiser: 0.59, Left Inner brow raiser: 0.69, Head down: 0.25, Head turns left: 0.20, Head tilts right: 0.15>, where behind frame id is all the activated facial action 104

units with its corresponding intensity ranging from 0~1, followed by head pose descriptions with its corresponding rotation angle expressed in radians ranging from 0~1.57) that reflects the
137 details of the portrait's facial and head movements. Note again that your task is to naturally string the action labels in the [action label set] into a descriptive statement (no more than 30 195
words) to describe the portrait's actions in chronological order without the use of facial action units and head pose descriptions. Do not mention any useless or redundant statements. Make
sure there are no numbers in your answer. Make sure there are no explicit references to activated facial action units and head pose descriptions in your answer. Make sure your answer is
139 grammatically correct and described in the present simple tense. 197
Here is the [action label set]:

138 196

140 . 198
{talk, gaze, smile}

141 Here is the [sequence of activated facial action units and head pose descriptions]: 199

142 <0, Lips part: 0.81, Head up: 0.30>, 200
<3, Lips part: 0.81, Head up: 0.30>,

143 <6, Lid tightener: 0.68, Dimpler: 0.73, Chin raiser: 0.71, Lips part: 0.72, Head up: 0.30>, 201

144 <9, Inner brow raiser: 0.82, Lid tightener: 0.75, Upper lip raiser: 0.61, Dimpler: 0.68, Chin raiser: 0.75, Lips part: 0.83, Head up: 0.22>, 202

145 <12, Inner brow raiser: 0.92, Outer brow raiser: 0.70, Lid tightener: 0.74, Upper lip raiser: 0.87, Lips part: 0.91, No head pose>, 203

<15, Inner brow raiser: 0.86, Outer brow raiser: 0.64, Lid tightener: 0.79, Upper lip raiser: 0.90, Lip corner puller: 0.65, Lips part: 0.96, No head pose>,
146 <18, Inner brow raiser: 0.70, Lid tightener: 0.85, Upper lip raiser: 0.91, Lip corner puller: 0.90, Lips part: 0.97, No head pose>, 204
<21, Inner brow raiser: 0.64, Cheek raiser: 0.61, Lid tightener: 0.88, Upper lip raiser: 0.91, Lip corner puller: 0.91, Lips part: 0.97, No head pose>,

<24, Cheek raiser: 0.68, Lid tightener: 0.92, Upper lip raiser: 0.93, Lip corner puller: 0.93, Lips part: 0.97, Right Inner brow raiser: 0.64, No head pose>,
148 <27, Cheek raiser: 0.71, Lid tightener: 0.93, Upper lip raiser: 0.93, Lip corner puller: 0.94, Lips part: 0.97, Right Inner brow raiser: 0.83, No head pose>, 206
<30, Cheek raiser: 0.72, Lid tightener: 0.95, Upper lip raiser: 0.93, Lip corner puller: 0.94, Dimpler: 0.69, Lips part: 0.98, Right Inner brow raiser: 0.79, No head pose>,
<33, Cheek raiser: 0.68, Lid tightener: 0.95, Upper lip raiser: 0.95, Lip corner puller: 0.93, Lips part: 0.98, No head pose>,

150 <36, Cheek raiser: 0.64, Lid tightener: 0.96, Upper lip raiser: 0.94, Lip corner puller: 0.94, Dimpler: 0.66, Lips part: 0.98, Right Inner brow raiser: 0.90, Right Outer brow raiser: 0.64, Head 208
up: 0.13, Head turns right: 0.11>,

147 205

149 207

ot <39, Cheek raiser: 0.72, Lid tightener: 0.96, Upper lip raiser: 0.95, Lip corner puller: 0.89, Lips part: 0.98, Head up: 0.16, Head turns right: 0.15>, 0
152 <42, Cheek raiser: 0.62, Lid tightener: 0.95, Upper lip raiser: 0.94, Lip corner puller: 0.79, Lips part: 0.98, Head up: 0.17, Head turns right: 0.20>, 210
153 <45, Lid tightener: 0.94, Upper lip raiser: 0.93, Lip corner puller: 0.68, Lips part: 0.97, Right Inner brow raiser: 0.76, Head up: 0.18, Head turns right: 0.22>, 211
<48, Lid tightener: 0.90, Upper lip raiser: 0.91, Lips part: 0.94, Right Inner brow raiser: 0.67, Head up: 0.18, Head turns right: 0.23>,
154 <51, Lid tightener: 0.92, Upper lip raiser: 0.87, Chin raiser: 0.68, Lips part: 0.87, Right Inner brow raiser: 0.75, Head up: 0.18, Head turns right: 0.24>, 212
155 213
156 214
157 I'll give you an [emotion label set] (in the format of {happy, natural}) which consists of the emotions of the portrait in a video clip, and your task is to use natural language to string the 15

emotion labels in the [emotion label set] in order into a descriptive statement that describes the emotions of the portrait in the video clip. Note that there may be one or more than one emotion
158 labels in the [emotion label set]. If there is only one emotion label in the [emotion label set], it means that the emotion of the portrait remains unchanged throughout the video, and you need 216
to describe this unchanging status with appropriate natural language. If there are more than one emotion labels in the [emotion label set], it means that the portrait's emotion changed during

159 the video, and the order of emotion change is the order of the emotion labels in the [emotion label set], so that you need to describe this change with appropriate natural language. Do not a7
160 mention any useless or redundant statements, and make sure the answer is no more than 15 words. Make sure your answer is grammatically correct and described in the present simple tense. 218
161 Here is the [emotion label set]: 219
{happy}
162 220
163 221
164 Figure 3: Prompts used to annotate abstract action and emotion descriptions. 222
165 223
166 el e .. . 224
.,  HeadPose Distribution. In addition, the distribution of head pose 2 MM2FACE METHOD s
indicates the diversity of the dataset in head movements. As shown .
g y : tmn hea ments. 2.1 Network Architecture 226
160 in Fig. 8, MMHead has a uniform distribution, which indicates that ) ) ) .
o the motions have diverse head movements. Our MM2Face method consists of a motion encoder &, a motlor.1 de- s
coder D, our MM2Face transformer model G. & and D are trained
m in stage 1, and G is trained in stage 2. 229
172 230
173 231

174 232
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I'll give you a [sequence of head pose descriptions] that is sampled every three frames from a 25fps portrait video (in the format of <frame id, Head down: 0.25, Head turns left: 0.20, Head
tilts right: 0.15>, where behind frame id is all the head pose descriptions with its corresponding rotation angle expressed in radians ranging from 0~1.57), and your task is to summarize the
head movements of the portrait into a fluent natural language description (no more than 100 words) which contains semantically rich information that accuratlly describes the head pose
dynamics according to the chronological order. Do not mention any useless or redundant statements. Do not mention specific frame and radians value explicitly. Do not include any overall or
summary statements in your answer, directly describe the portrait's head movements in chronological order. For example, if the chronological text description of the portrait's head
movements is: (<xxxxxx>), the answer should be: (<xxxxxx>). Make sure your answer is grammatically correct and described in the present simple tense. Make sure there are no numbers in
your answer.

Here is the [sequence of head pose descriptions]:

<0, Head up: 0.30>,

<3, Head up: 0.30>,

<6, Head up: 0.30>,

<9, Head up: 0.22>,

<12, No head pose>,

<15, No head pose>,

<18, No head pose>,

<21, No head pose>,

<24, No head pose>,

<27, No head pose>,

<30, No head pose>,

<33, No head pose>,

<36, Head up: 0.13, Head turns right: 0.11>,

<39, Head up: 0.16, Head turns right: 0.15>,

<42, Head up: 0.17, Head turns right: 0.20>,

<45, Head up: 0.18, Head turns right: 0.22>,

<48, Head up: 0.18, Head turns right: 0.23>,

<51, Head up: 0.18, Head turns right: 0.24>,

I'll give you a [sequence of activated facial action descriptions] that is sampled every three frames from a 25fps portrait video (in the format of <frame id, Lid tightener: 0.79, Upper lip raiser:
0.59, Left Inner brow raiser: 0.69>, where behind frame id is all the activated facial action units with its corresponding intensity ranging from 0~1), and your task is to summarize the detailed
facial movements of the portrait into a fluent natural language description (no more than 100 words) which contains semantically rich information that accuratlly describes the facial
movement dynamics according to the chronological order. Do not mention any useless or redundant statements. Do not mention specific frame and intensity value explicitly. Make sure your
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answer is grammatically correct and described in the present simple tense.
Here is the [sequence of activated facial action units descriptions]:

<0, Lid tightener: 0.55, Lips part: 0.81>,

<3, Lid tightener: 0.57, Lips part: 0.81>,

<6, Inner brow raiser: 0.59, Lid tightener: 0.68, Dimpler: 0.73, Chin raiser: 0.71, Lips part: 0.72>,

<9, Inner brow raiser: 0.82, Outer brow raiser: 0.55, Lid tightener: 0.75, Upper lip raiser: 0.61, Dimpler: 0.68, Chin raiser: 0.75, Lips part: 0.83, Jaw drop: 0.55>,

<12, Inner brow raiser: 0.92, Outer brow raiser: 0.70, Lid tightener: 0.74, Upper lip raiser: 0.87, Lips part: 0.91, Jaw drop: 0.55>,

<15, Inner brow raiser: 0.86, Outer brow raiser: 0.64, Lid tightener: 0.79, Upper lip raiser: 0.90, Lip corner puller: 0.65, Lips part: 0.96>,

<18, Inner brow raiser: 0.70, Cheek raiser: 0.56, Lid tightener: 0.85, Upper lip raiser: 0.91, Lip corner puller: 0.90, Lips part: 0.97>,

<21, Inner brow raiser: 0.64, Cheek raiser: 0.61, Lid tightener: 0.88, Upper lip raiser: 0.91, Lip corner puller: 0.91, Lips part: 0.97>,

<24, Cheek raiser: 0.68, Lid tightener: 0.92, Upper lip raiser: 0.93, Lip corner puller: 0.93, Lips part: 0.97, Right Inner brow raiser: 0.64>,

<27, Cheek raiser: 0.71, Lid tightener: 0.93, Upper lip raiser: 0.93, Lip corner puller: 0.94, Dimpler: 0.59, Lips part: 0.97, Right Inner brow raiser: 0.83, Right Outer brow raiser: 0.56>,
<30, Cheek raiser: 0.72, Lid tightener: 0.95, Upper lip raiser: 0.93, Lip corner puller: 0.94, Dimpler: 0.69, Lips part: 0.98, Right Inner brow raiser: 0.79, Right Outer brow raiser: 0.56>,
<33, Inner brow raiser: 0.57, Cheek raiser: 0.68, Lid tightener: 0.95, Upper lip raiser: 0.95, Lip corner puller: 0.93, Dimpler: 0.59, Lips part: 0.98, Jaw drop: 0.59>,

<36, Cheek raiser: 0.64, Lid tightener: 0.96, Upper lip raiser: 0.94, Lip corner puller: 0.94, Dimpler: 0.66, Lips part: 0.98, Right Inner brow raiser: 0.90, Right Outer brow raiser: 0.64>,
<39, Cheek raiser: 0.72, Lid tightener: 0.96, Upper lip raiser: 0.95, Lip corner puller: 0.89, Lips part: 0.98>,

<42, Inner brow raiser: 0.57, Cheek raiser: 0.62, Lid tightener: 0.95, Upper lip raiser: 0.94, Lip corner puller: 0.79, Lips part: 0.98>,

<45, Lid tightener: 0.94, Upper lip raiser: 0.93, Lip corner puller: 0.68, Lips part: 0.97, Right Inner brow raiser: 0.76>,

<48, Inner brow raiser: 0.57, Lid tightener: 0.90, Upper lip raiser: 0.91, Lips part: 0.94, Right Inner brow raiser: 0.67>,

<51, Lid tightener: 0.92, Upper lip raiser: 0.87, Lip corner puller: 0.58, Chin raiser: 0.68, Lips part: 0.87, Right Inner brow raiser: 0.75>,

I'll give you a [text description] (in the format of <The portrait's emotion shifts from happy to sad, then back to a natural expression. >) which describes the emotion of the person, and your
task is to imagine 3 possible scenarios that could cause the person to experience such emotion. Do not mention any useless or redundant statements, just list the 3 scenarios one by one. Make
sure your answer is grammatically correct and in the third person singular. Make sure each scenario is described in no more than 15 words.

Here is the [text description]:
<The portrait looks happy throughout the video clip.>

Figure 4: Prompts used to annotate fine-grained head and facial movements (i.e., head pose and expression) descriptions, and

possible emotion scenarios.

Concretely, the motion encoder & is comprised of ResNet based
1D CNN blocks, each block contains 1D CNN layers and normaliza-
tion layers, we adopt relu function as activation function. Similarly,
the motion decoder D is comprised of ResNet [5] based 1D CNN
blocks with upsample layers. We upsample the network features
with nearest neighbor search strategy. The transformer model G is
a typical layers transformer decoder models. We select Wav2Vec

2.0 [1] as our audio encoder and freeze the parameters of its fea-
ture extractor. We select pre-trained distilbert [9] model as our text
encoder.

2.2 Implementation Details

We use PyTorch to implement our MM2Face model, and utilize
Adam optimizer [6] with [f1, f2] = [0.5,0.999] for training. All the
audio signals are normalized by Wav2Vec2.0 [1] audio processor
before training. Training the stage I model takes about 10 hours on
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Figure 5: Histograms of facial motion time duration of entire
MMHead dataset, benchmark I subset, and benchmark II
subset, respectively.
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Figure 6: Pie charts of emotion categories of entire MMHead
dataset, benchmark I subset, and benchmark II subset, re-
spectively.
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Figure 7: Distributions of all actions that occur in the entire
MMHead dataset, benchmark I subset, and benchmark II
subset, respectively.
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Figure 8: Histograms of the head rotation around x-axis
(i.e., up/down), y-axis (i.e., turn left/right), and z-axis (i.e.,
tilt left/right), respectively.

1 Nvidia 3090 GPUs, stage II takes about 26 hours on 1 Nvidia 3090
GPUs.

3 ADDITIONAL EXPERIMENTAL RESULTS

3.1 Diverse Generation

We show the diverse generation results in the video of our supple-
mentary materials.

3.2 Text Controlled 3D Talking Head
Animation Results

We specifically evaluate the influence of text descriptions on gener-
ated 3D talking head.

Text guided Emotion Control Results. We conduct experiments
to evaluate text control ability on emotion control. We demonstrate
the brilliant emotion control ability of our MM2Face in Fig. 9. From
Fig. 9, given an audio of a 3D talking head with neutral faces, we
show different generation results by changing the abstract emotion
and detailed expression descriptions. We select various descriptions
from 7 test sequences belonging to 7 different emotions and our
MM2Face merges the excellent emotion control ability.

Text guided Head Pose Control Results. We also provides the
text guided head pose results in Fig. 10. From Fig. 10, we can observe
that through changing head pose text descriptions, we can obtain
head pose control results given the same audio input.

4 LIMITATIONS AND BROADER IMPACTS

Limitations: While our method contributes a satisfactory frame
work for both text-induced talking head animation and text-to-3D
facial motion generation, our method can still fail to generate some
results. First, the reason is probably that for talking head animation,
MM2Face model may not disentangle the text conditions and audio
conditions perfectly, causing the model sometimes may focus on
global text consistency instead of audio consistency. Discovering a
more efficient ways to disentangle these two useful control signals is
a promising future direction. Second, our method can only animate
the FLAME mesh, it is also interesting to animate a high quality
head mesh with detailed hairs and faces.

Boarder Social Impact: There can be also negative impact from
this work. Our MMHead dataset and MM2Face model can be used to
generate visually realistic and plausible 3D facial motions. And the
3D motions can be further utilized to animate a vivid human avatar.
It may be misused to create fake face videos using Deepfake-like
technology, which is horrible for society, we sincerely encourage
more researchers focusing on deep fake detection.
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<action> The portrait talks during the video clip. <emotion> The portrait remains neutral throughout the video clip. <scenarios> The portrait is deep in thought about
their future plans. <head pose> The portrait remains in a neutral head position throughout the video, showing no signs of tilting, turning, or looking up or down.
<expression> The eyebrows lower slightly as the lips tighten and raise, the chin slightly raises, and the lips part. Cheeks raise and the lips continue to tighten and
raise. «++++ The lips part fully as the cheeks raise and the lips tighten, raise, and corner pull. The eyebrows lower as the lips continue to tighten and raise.

- 222020020088

- 22020080888

«eee« <emotion> The portrait remains happy throughout the video clip. ++=*=+ <expression> The portrait starts with a wide smile, raising cheeks, tightening lids, and
pulling up the upper lip. It then transitions into a jaw drop and slight dimpling, maintaining the lip raise. «--+-+ Towards the end, «««--- corner pulling, dimpling, and
minor jaw drops, accentuated by increasing brow raises and slight lip tightening.

- 2222008080888

------ <emotion> The portrait remains angry throughout the video clip. **+++= <expression> The portrait starts with a slight raise of the inner brow and a lower of the
brow, then tightens the lids, raises the upper lip, creates dimples, parts the lips, drops the jaw, stretches the mouth. -+ The sequence flows smoothly, showing a range
of emotions and expressions culminating in a well-coordinated symphony of facial movements.

-02002008088880

------ <emotion> The portrait remains sad throughout the video clip. «=++++ <expression> The person's cheeks, upper lip, and chin are gradually raised -+ The lips
part slightly, and there is a subtle drop in the jaw. Over time, the brow slightly lowers, while the cheeks and lips remain raised. ---+-+ , with the upper lip maintaining a
high raise. The person's chin rises and falls, and the jaw occasionally drops. The left dimpler activates sporadically.

-9909090209

------ <emotion> The portrait remains surprised throughout the video clip. +++++= <expression> The eyebrows are raised, the eyes tighten, and the upper lip is raised.
The chin and jaw drop slightly as the lips part and stretch. The inner brow, outer brow, and dimples are activated throughout the sequence, providing a range of
emotions from surprise to joy. Overall, the facial expressions convey a mix of intensity and subtle nuances, -+-+++

-9000009008

= <emotion> The portrait remains disgusted throughout the video clip. ***+++ <expression> The portrait starts with a strong brow lower and cheek raiser, along
with tight lids and a raised upper lip. As the sequence progresses, the nose wrinkles slightly while the lips part, the dimples appear temporarily, and the chin is raised.
The left inner brow is softly raised towards the end, completing ---++*

-22R 2080008

++++++ <emotion> The portrait remains fear throughout the video clip. ++++++ <expression> The person's face starts with a slight lift of the inner brows, followed by a
gentle raise of the upper lids, tightens the lids, slightly lifts the upper lip, and parts the lips. As time progresses, the inner brow lift intensifies, outer brow also raises,
the upper lids raise even higher, and the lips continue to part. Towards the end, the inner brows stay raised, lids are tight, upper lip is high, and the lips remain
paned ......

-29020090009

Figure 9: Visualization Results of Text guided Emotion Control of 3D Talking Head.
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581 <action> The portrait talks in the video clip. <emotion> The portrait remains neutral throughout the video clip. <scenarios> The portrait is focused on a 639
582 task, showing no emotion. <head pose> The portrait's head remains still for a while, then gradually starts to lift upwards. <expression> The portrait begins 640
583 with the inner brow raising, tightening of the lids, raising of the upper lip, and lifting of the chin. The lips part slightly, and the jaw drops. «-+--* Finally, the 641
ssa inner brow lowers slightly, while the lid tightens and the lips part. The jaw drops, and the left dimple is prominent. oar
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590 648
5% 40—~~~ = ——————— — == 649
592 650
593 651
594 MM2Face 652
595 653
596 654
597 655
598 . - . . 656
-+++++ <head pose> The portrait gradually tilts his head to the right. «++-++
599 657
600 658
601 659
002 MM2Face 660
603 (right) 661
604 662
605 663
606 664
607 ++=+=- <head pose> The portrait starts with the head in a neutral position. As time progresses, the head leans down. ==+ 665
608 666
609 667
610 MM2Face 008
611 (down) 669
612 670
613 671
614 672
615 . . . . . . 673
Figure 10: Visualization Results of Text guided Head Pose Control of 3D Talking Head.
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