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1 SETTINGS.

We perform multi-scale compensation across N = 4 scales. We employ the keypoint-based motion
flow estimator from [Siarohin et al.|(2019). The multi-scale motion flows are estimated at size 64 X
64. We use convolution layers to encode the motion flows into a latent motion flow space of size
32 x 32 x 32 and set the multi-scale motion codebook size as K = 1024 and d,,, = 32. We also
use convolution layers to decode the quantized motion flow features, while adopt the motion flow
updater in|Tao et al.|(2024) as our motion flow residual decoder. We employ the image encoder and
decoder architecture from Esser et al.|(2021) and further encode the multi-scale appearance features
into size 32 x 32 x 256. The multi-scale appearance codebook size is set to T = 1024 and d, = 256.
For the training objective, we use the perceptual loss in Siarohin et al.|(2019) and the L1 loss as the
image reconstruction loss, and we set the loss weights as A\gq, = 0.8, A' = 0.5, Ayecon,m = 32 and
B = 0.25. We train the whole framework end-to-end with a learning rate of 8 x 10~° and a batch
size of 16 for 250K iterations on four NVIDIA RTX 3090 GPUs.

2 ADDITIONAL EXPERIMENTAL RESULTS

Table 1: Ablation study on the codebook allocation scheme. We present the results of different
cobebook splitting settings.

FID, PSNR{ [;| LPIPS| AKD| AED]

Sharing all codes 4323  25.12 0.0359 0.1860 1.2124  0.1065
Splitting the codes equally 42.52  25.20 0.0358 0.1857 1.1893 0.1075
Code Allocation (Ours) 43.15 25.30 0.0355 0.1846 1.2039 0.1071

For both the motion and appearance codebooks, we propose a novel code allocation scheme that
assigns different codes to corresponding scales. This allows certain codes to be shared across mul-
tiple scales, facilitating the transfer of information between them. To assess the effectiveness of our
codebook structure, we conduct an ablation study, as shown in Tab. E} We compare two alterna-
tive strategies: sharing all codes across all scales, and splitting the codes equally among the scales.
As demonstrated in Tab. |1} our code allocation scheme achieves the best overall performance con-
sidering all the metrics. These results highlight the effectiveness and superiority of our proposed
codebook allocation scheme.
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