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1 Supplementary Material

1.1 Supplementary Proof for Method 1
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1.2 Preliminary visualizations of latent embeddings

(a) B VAE with 16 dimensions (b) 8 VAE with 64 dimensions

Figure 1: TSNE visualization of latent space colored by shape color, by number of dimensions.

1.3 Extended metric evaluations over models
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