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HandRefiner: Refining Malformed Hands in Generated Images by
Diffusion-based Conditional Inpainting

Anonymous Author(s)

Figure 1: Stable Diffusion [26] (first two rows), SDXL [21] (third row) and Midjourney [1] (last row) generate malformed hands
(left in each pair), e.g., incorrect number of fingers or irregular shapes, which can be effectively rectified by our HandRefiner
(right in each pair).

ABSTRACT
Diffusion models have achieved remarkable success in generat-

ing realistic images but suffer from generating accurate human

hands, such as incorrect finger counts or irregular shapes. This

difficulty arises from the complex task of learning the physical

structure and pose of hands from training images, which involves

extensive deformations and occlusions. For correct hand genera-

tion, our paper introduces a lightweight post-processing solution

called HandRefiner. HandRefiner employs a conditional inpaint-

ing approach to rectify malformed hands while leaving other parts

of the image untouched. We leverage the hand mesh reconstruction

model that consistently adheres to the correct number of fingers
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and hand shape, while also being capable of fitting the desired

hand pose in the generated image. Given a generated failed im-

age due to malformed hands, we utilize ControlNet modules to

re-inject such correct hand information. Additionally, we uncover

a phase transition phenomenon within ControlNet as we vary the

control strength. It enables us to take advantage of more readily

available synthetic data without suffering from the domain gap

between realistic and synthetic hands. Experiments demonstrate

that HandRefiner can significantly improve the generation quality

quantitatively and qualitatively. The code will be released.

CCS CONCEPTS
• Computing methodologies→ Reconstruction; Appearance
and texture representations; Shape representations; Image
processing.

KEYWORDS
Diffusion models, Deep learning, Image inpainting
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1 INTRODUCTION
Diffusion-based models [9, 30, 32] have shown great success in

text-to-image generation tasks [19, 21–24, 26, 28], i.e., generating
realistic images following text descriptions. These models, when

trained on ample data, showcase a remarkable capacity for produc-

ing coherent structures corresponding to various descriptions and

arranging them appropriately according to the textual cues.

Despite their impressive performance in generating a wide array

of objects, diffusion-based models encounter challenges when it

comes to generating realistic human hand images. As shown in

Figure 1, for example, the women on the first row have incorrect

numbers of fingers, while the men in the rightmost column have

misshaped hands. We define such instances as “malformed”, where

a generated hand exhibits biological defects: incorrect anatomy

or impossible poses, reflecting an intrinsic property of generated

hands. This difficulty persists with both small-scale Stable Diffusion

models [26] and large-scale Stable Diffusion XL models [21].

The primary reasons for this limitation can be attributed to

two factors: (a) Inherently complex structure of human hands: A

kinematic model of hand contains 16 joints and 27 degrees of free-

dom [7]. This indicates the pose space of a human hand is really

complicated but also confined, generating a human hand has lit-

tle tolerance for error. (b) Human hand is a 3D object: so various

occlusions can occur between fingers when being projected to 2D

image space. Depending on the hand pose and viewing perspective,

one may observe varying numbers of fingers and different shapes.

Some methods [18] have attempted to enhance generation qual-

ity by introducing additional control signals like 2D human skele-

tons. However, the estimated 2D skeletons lack depth informa-

tion, leading to ambiguity in defining precise hand structures. For

instance, determining which finger is in the foreground can be

challenging when fingers cross over each other.

To enhance the capability of existing methods in generating

realistic human hands, we suggest incorporating precise human

hand priors as guidance. Our approach involves utilizing a recon-

structed hand mesh to provide essential information about hand

shape and location. This information is then used to guide the gener-

ation of human hands within the diffusion models during inference.

Moreover, rather than generating the entire image from scratch,

we employ an inpainting pipeline to exclusively reconstruct the

hand region while leaving the rest of the image untouched. This ap-

proach seamlessly integrates with existing diffusionmodels without

necessitating re-training them.

The process begins with a generated image, we employ a hand

mesh reconstruction model to generate the estimated depth map,

incorporating essential hand pose and shape priors. This depth map

then serves as guidance and is integrated into a diffusion model via

ControlNet [38]. Besides, rather than relying on expensive paired

real-world data for training, we identify a phase transition phe-

nomenon within ControlNet when varying control strength. This

discovery proves beneficial in ensuring the quality of generated

hand shapes and textures when using synthetic data for training.

In summary, we make the following contributions. (1) We pro-

pose a novel inpainting pipeline HandRefiner to rectify malformed

human hands in generated images. (2) We uncover a phase transi-

tion phenomenon within ControlNet, which is helpful in the usage

of synthetic data for training. (3) The HandRefiner significantly

enhances the quality of hand generation, as validated by compre-

hensive experiments showcasing improvements in both qualitative

and quantitative measures.

2 RELATEDWORK
2.1 Conditional Image Diffusion Model
By feeding into text descriptions as prompts, diffusion models have

shown great success in generating realistic images following the

semantics [6]. However, the text description alone is hard to ex-

press accurate information such as the pose of human bodies and

the interaction gesture between different objects [35]. To provide

more fine-grained conditions during the generation process, di-

verse control signals are explored in the prior studies. For example,

ControlNet [38] and T2I-Adapter [17] utilize a set of extra image-

level signals as inputs to control the generation results, including

segmentation maps for layout control and 2D human skeletons

for human pose guidance. To make the control signals more flex-

ible, UniControl [39] feeds multiple control signals jointly into

the diffusion models. Such an implementation allows the users to

control different parts of the generated images using separate con-

trol signals jointly. Despite their good performance in generating

realistic images, they do not always perform well in generating

realistic humans, especially the human hands, due to the complex

structure of human hands and the ambiguity of 2D skeletons. To

further improve their generation quality on human hands, we intro-

duce the HandRefiner in the paper, which leverages an inpainting

pipeline built upon ControlNet to rectify the malformed hands in

the generated images.

2.2 Generating Plausible Human Body Parts
Some prior works [29] have recognized the issue of misshaped

hands generated by current text-to-image diffusion models. Many

of these approaches [18] rely on user-provided information, such

as precise human mesh data, to guide the image generation process.

However, acquiring or preparing such data can be impractical dur-

ing real-world applications. The closest work to ours [33] adopts

a similar approach of using the output of a mesh reconstruction

model to correct human whole-body poses. However, the task is

considered very different due to the large differences in data avail-

ability, appearance, and relative size of the subject. Compared to the

human hand, diffusion models have much better capability in gen-

erating plausible whole-body poses, primarily due to more training

data and easier differentiability between arms, legs, and torso com-

pared to fingers. Instead of using regeneration method in [33], our

inpainting approach is better suited for hand rectification which

precisely preserves the main character and context.

To assist existing methods in generating more realistic human

hands, we propose a post-processing approach called HandRefiner,

trained using synthetic data. Furthermore, our paper introduces a

phase transition phenomenon, which helps bridge the gap between

realistic and synthetic images. This method streamlines the data

collection process and automates hand rectification without relying

on additional inputs from users.

2
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Figure 2: Overview of HandRefiner. During inference, the depth map fitted by a hand mesh reconstruction model is injected
into the inpainting inference processes through ControlNet [38]. During fine-tuning, synthetic data is utilised to train the
depth-based ControlNet to reconstruct hands following an inpainting pipeline. HandRefiner is simple yet effective, greatly
enhancing the quality of hand generation.

3 METHOD
Figure 2 illustrates the overall pipeline of the proposed HandRefiner,

including the inference pipeline (left part) and the training pipeline

(right part), respectively. During inference, HandRefiner leverages

a hand mesh reconstruction model to estimate the hand depth map

from the given generated image. The model can capture the pose

of the malformed hand, while also producing anatomically correct

hand shape and structure. Then the hand regions are reconstructed

via inpainting. During training, HandRefiner follows an inpainting

pipeline, where the ControlNet receives the ground truth hand

depth map as input and is fine-tuned using synthetic hand images

while the Stable Diffusion model is frozen.

3.1 HandRefiner Pipeline
Hand Reconstruction. It aims to extract the hand mesh from

a given generated image. Specifically, given an image containing

malformed human hands, we first use mediapipe [37] to localize

the hands automatically. Users can also optionally adjust estimated

locations to get more accurate masks for the hand regions. Then,

the state-of-the-art (SOTA) hand mesh reconstruction model, i.e.,
Mesh Graphormer [13], is utilized to estimate regular hand mesh

for each hand. This is attributed to that the model relies on learned

patterns from the training data of normal hands and generalizes to

generate plausible reconstruction even for malformed cases. How-

ever, the hand mesh information is hard to directly serve as a guide

to existing Diffusion models due to its ambiguity in determining

the hand’s location and size in the 2D images. To this end, a depth

renderer is further involved to render a depth map for each mesh.

Inpainting. Given the estimated depth map and the masks for

hand regions, we first generate the masked images by masking the

corresponding regions in the original image. After that, the masked

image and the masks are treated as the inputs of the inpainting

model, with the depth map as the control signal. We utilize the

inpainting Stable Diffusion model with ControlNet [38] as the in-

painting model. Specifically, We feed the random initialized noise

vector into the inpaintingmodel and employ the DDIM sampler [31]

to iteratively update the hand region. To ensure both the consis-

tency of the non-hand region before and after the rectification

process and the quality of the hands, we adopt a masking strategy

similar to [16]. The original image is first projected to 𝑥known
0

. In

each reverse step 𝑖 ∈ {𝑇,𝑇 −1, . . . , 2}, the noise is added to projected
feature 𝑥known

0
to form 𝑥known𝜏𝑖−1 , i.e.,

𝑥known𝜏𝑖−1 ∼ 𝑁 (√𝛼𝜏𝑖−1𝑥known0
, (1 − 𝛼𝜏𝑖−1 )I), (1)

where 𝑁 (·) denotes the Gaussian distribution. 𝛼𝜏𝑖−1 denotes a func-

tion of variance schedule defined in [31].

Then, we feed noise vector 𝑥𝜏𝑖 into the inpainting model to

estimate the noise, and use DDIM sampler together with 𝑥known𝜏𝑖−1 to

obtain 𝑥𝜏𝑖−1 , i.e.,

𝑥𝜏𝑖−1 =𝑚 ⊙ DDIM(𝜖𝜃 (𝑥𝜏𝑖 , 𝑥mask
, 𝐷)) + (1 −𝑚) ⊙ 𝑥known𝜏𝑖−1 , (2)

where𝑚 is the downsampled mask of the mask generated in the

hand reconstruction stage with ‘1’ corresponding to the hand re-

gions and ‘0’ for other regions. 𝑥
mask

comprises the mask𝑚 and

the projected masked image. They are concatenated with the noise

vector 𝑥𝜏𝑖 as the input to the inpainting Stable Diffusion model

in each iteration. 𝐷 is the converted depth map according to the

reconstructed hand mesh to inject hand shape prior to the diffusion

process. DDIM(·) and 𝜖𝜃 (·) denote a DDIM sampling step and the

inference process of the inpainting model, respectively. ⊙ is the

Hadamard product. In the last step, a single DDIM step without

masking is used to ensure harmony between hand and non-hand

regions in denoised features. The denoised features are then sent

into the decoder to re-generate the images with rectified human

hands. Note only the parameters of the 𝜖𝜃 model are tunable during

the training process.

3
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Figure 3: Hands generated by using the pre-trained Depth
ControlNet in our HandRefiner pipeline.

Figure 4: Examples of hands in the RHD dataset [40], which
lack real textures.

3.2 Phase Transition
Given the proposed HandRefiner, one naive solution is to apply

pre-trained depth ControlNet in the pipeline. However, we found

it is insufficient to produce satisfactory results. The original depth

ControlNet was trained with general images with paired whole-

image depth maps estimated by depth estimation models [4, 25, 36].

When conditioned on a depth map rendered from the reconstructed

hand mesh, it may not recognize the hand, thereby introducing

extra artifacts, or creating an inharmonious connection between

hands and wrists, as shown in Figure 3. Hence, further fine-tuning

is needed to improve the hand generation quality.

It is rather hard to collect the paired real-world datawith accurate

depth maps and corresponding human images. Using synthetic data

for training can greatly alleviate such problems while introducing

bias in the generated images. As shown in Figure 4, the images

in the synthetic datasets may contain much fewer wrinkles than

the realistic images. Such a domain gap will mislead the diffusion

model, leading to unrealistic images lacking real textures.

Fortunately, during the training of ControlNet with synthetic im-

ages, we discovered an interesting phase transition phenomenon in

the generation process. The base stable diffusion network, initially

trained on realistic data, exhibits the capability to generate realistic

images. By adjusting the control branch strength, we can strike a

balance between the network’s ability to produce realistic images

and precisely adhere to guidance at the cost of realism. This in-

volves linearly scaling the output of each ControlNet encoder block

by a designated control strength and then integrating the encoded

feature into the stable diffusion model. As depicted in Figure 5, the

control signal predominantly influences the structure-following

ability in generated images when the control strength is below 0.5.

Higher control strength makes the generated hands more inclined

to follow the structure outlined in the control signal, such as the

depth map used in our HandRefiner. However, excessive control

strength leads to texture degradation, resulting in hands with sig-

nificantly reduced texture. Hence, finding the optimal ‘sweet spot’

for control strength to achieve both correct structure and realistic

texture, is crucial for leveraging synthetic images for training. We

present two strategies: a fixed control strength strategy and an

adaptive control strength strategy.

Fixed Control Strength. We first collect a set of images contain-

ing malformed hands and randomly sample 200 images from them.

Then, we use the proposed HandRefiner pipeline to rectify the

generated hands with a series of predefined thresholds of control

strength. After that, we manually determine the best threshold for

each image based on two factors: hand anatomy and texture. Finally,

we determine the fixed control strength by taking the average. As

shown in Figure 6, since the distribution is tightly centered, the aver-

age value should be a close estimate of the human-preferred control

level. This simple strategy with fixed control strength achieves a

great balance between speed and generation quality.

Figure 6: Distribution of selected control strength over 200
images.

Adaptive Control Strength. Although the simple fixed control

strength can facilitate the hand generation in both structure follow-

ing and texture keeping in most cases, it may fail in extreme cases.

To this end, we also propose a simple adaptive control strength

strategy, which requires iterating over only a few predefined thresh-

olds and generating the images accordingly. The quality of these

images is then evaluated by employing 2D MPJPE (Mean Per Joint

Position Error) [10] as a metric, with the original hand mesh serving

as ground truth. Specifically, we first apply the same hand mesh

reconstruction model to obtain the hand mesh of the generated

hands in each image. Then, a sparse linear regressor [27] is uti-

lized to estimate the 3D keypoint locations from the mesh vertices.

Next, we project the coordinates to 2D image space using the same

pinhole camera model we used to render the depth map, so the

error is in unit pixel. The optimal threshold is determined as the

minimum strength where MPJPE falls below a fractional multiple

of the reference error, i.e., the error when control strength is set to

1. The process can be summarised as pseudo-code:

4
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Figure 5: Illustration of Phase Transition. The hand shape and pose change to match the depth map when applied control
strength is small, while the hand wrinkles and textures disappear at high control strength.

1: procedure adaptive threshold(groundtruth)
2: selected = sample(1.0)

3: ref_error = MPJPE(groundtruth, detect(selected))

4: for strength← 0.4 to 0.9 do
5: x = sample(strength)

6: error= MPJPE(groundtruth, detect(x))

7: if error < ref_error × 1.15 then
8: selected = x

9: break

10: return selected

3.3 Negative Prompting
To further enhance the quality of the generated images, we manu-

ally append negative prompts during the generation process. Here,

we involve one simple negative prompt 𝑐𝑛0 (i.e., ‘fake 3D rendered

image’) during inference since it is not this paper’s focus and more

negative prompts can be explored in the future. Formally, given

the positive prompt 𝑐𝑝 and the standard negative prompt 𝑐𝑛 (e.g.,
‘long body’, ‘low-resolution’, etc.), we form the score input to each

DDIM sampling step by:

𝜖𝜃 = 𝜖𝜃 (𝑥𝑡 , 𝑐𝑛0 + 𝑐𝑛) +𝑤 (𝜖𝜃 (𝑥𝑡 , 𝑐𝑝 ) − 𝜖𝜃 (𝑥𝑡 , 𝑐𝑛0 + 𝑐𝑛)), (3)

where𝑤 denotes the guidance strength.

3.4 Loss Function
We only tune the control branch during training. Instead of using

the whole image as the reconstruction target, we encourage the

model to focus on the hand regions by using the hand region mask

𝑚 in the following denoising loss:

𝐿 = E𝑡,𝑥0,𝜖

[



 𝑚∑
𝑚
⊙
(
𝜖 − 𝜖𝜃 (

√
𝛼𝑡𝑥0 +

√
1 − 𝛼𝑡𝜖, 𝑡)

)



2] . (4)

4 EXPERIMENTS
4.1 Experiment Settings
Datasets. We use a combination of RHD [40] and Static Gesture

Dataset [3] to fine-tune the proposed HandRefiner. During train-

ing, 3D-rendered third-person view RGB images containing diverse

backgrounds, along with corresponding depth maps and segmenta-

tion maps from both datasets are utilized. The segmentation maps

are utilized to generate the depth and mask for the hand regions.

BLIP [12] is employed for caption generation on each image from

these two datasets. We adopt the FreiHAND [41] and HAGRID [11]

datasets for evaluation to ensure the high quality and variety of

the test data. We calculate the frequency of each gesture in the

HAGRID dataset to formulate the prompts used in the evaluation.

RHD comprises 41,258 images from 16 subjects covering 31 ac-

tions, which are resized to 512×512 during training. Static Gesture
Dataset is a smaller dataset with 10k images from 100 different

subjects. Approximately 3k images with incorrect segmentation

masks are filtered out. We randomly crop images around the hand

region with a size of 512×512 to generate the training samples.

HAGRID is a larger dataset and offers 0.55M high-resolution RGB

images captured mainly indoors, spanning 18 common daily-life

gesture categories. Each image contains a person with different

hand gestures. FreiHAND is a standard benchmark for hand mesh

reconstruction, including 32,560 samples with diverse hand ges-

tures. Each sample has four views centering on a hand.

Metrics.We use both objective and subjective evaluation to thor-

oughly demonstrate the effectiveness of the proposed HandRefiner

model. Specifically, we evaluate the quality of generated images

by using standard metrics: Frechet Inception Distance (FID) [8]

and Kernel Inception Distance (KID) [5]. We also use the keypoint

detection confidence scores of a hand detector [15, 37] to indicate

the plausibility of generated hands. Furthermore, we adopt the 2D

MPJPE [10] to evaluate the pose reconstruction error of generated

5
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Method FID ↓ KID ↓ Det. Conf. ↑ Gesture

Prompt

Stable Diffusion 77.60 0.074 0.934 Yes

HandRefiner 74.12 0.071 0.944 Yes

Stable Diffusion 85.71 0.083 0.936 No

HandRefiner 81.80 0.079 0.945 No

Table 1: Comparison of image-level FID and KID between
original images and rectified images using HAGRID as the
reference.

hands. Additionally, to gather subjective evaluations from a human

perspective, we conduct user surveys on the generated images.

ImplementationDetails.Weemploy the Stable Diffusion v1.5 [26]

fine-tuned inpainting model as our base model, maintaining its pa-

rameters frozen. The ControlNet branch is initialized with weights

from the depth-guided version, as we leverage the depth map for

guidance during generation. The ControlNet branch is further fine-

tuned with synthetic data for 2,307 steps, using the AdamW op-

timizer [14] with a batch size of 16. A fixed learning rate of 2e-5

is applied during training. The training and testing of models are

conducted on A100 GPUs, with a default control strength set to

0.55 in our experiments.

4.2 Comparison with Stable Diffusion Baseline
HAGRID as the Reference.We generate 12K images by first sam-

pling the text descriptions from the HAGRID dataset, i.e., covering
18 diverse gestures, and then feeding the descriptions into the Sta-

ble Diffusion model. The generated images are then processed by

the proposed HandRefiner. The results are summarized in the first

two rows in Table 1, which is denoted by using ‘Gesture Prompt’.

It can be observed that although the hand region occupies a small

region in the whole image, our HandRefiner can greatly improve

the FID metric by more than 3 points, i.e., from 77.60 to 74.12. It

can also improve the keypoint detection confidence by 1 point, i.e.,
from 93.4% to 94.4%.

Apart from evaluating the models’ ability based on the most com-

mon 18 gestures, we also benchmark the proposed HandRefiner’s

performance on arbitrary gestures by feeding the following relaxed

prompt ‘a person facing the camera, making a hand gesture, indoor’
for image generation. As shown in the last two rows in Table 1, Han-

dRefiner can improve the hand generation quality in such a case by

about 4 FID, i.e., from 85.71 to 81.80. Such observation indicates that

our HandRefiner can greatly improve the hand generation quality

in both restricted and relaxed constraints.

FreiHAND as the Reference. Different from the HAGRID dataset

which contains both human and human hands, the FreiHand dataset

only contains hands and can provide a more accurate evaluation

of the hand generation quality. We sample 12K images using the

stable diffusion model. We carefully filter out the images where

the generated hands are too small or with intersecting hands to

follow the FreiHand distribution. The images are then processed by

HandRefiner to rectify the malformed hands. After the generation,

we simply crop the hands from the generated images and use the

cropped images for evaluation, formulating a total of 15K cropped

Figure 7: Visual results on the HAGRID dataset.

Method FID ↓ KID ↓ Det. Conf. ↑
Stable Diffusion 158.34 0.117 0.936

HandRefiner 147.52 0.107 0.948

Table 2: Comparison of hand-level FID and KID between
original images and rectified images using FreiHAND as the
reference.

images. As shown in Table 2, HandRefiner greatly improves Sta-

ble Diffusion’s hand generation quality by over 10 FID. It further

demonstrates that the proposed HandRefiner can improve the hand

generation quality in both human-hand scenarios and hand-only

scenarios, further validating its effectiveness.

User Study. Apart from the objective evaluation, we also conduct

the subjective test with 50 participants. Specifically, we sample

100 images randomly generated from the Stable Diffusion model

and rectify them using the HandRefiner. We then put each pair of

original and rectified images side-by-side to formulate the subjec-

tive survey. Each participant is asked to select the image that has
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Figure 8: Human Evaluation Results. The color represents
the number of positive votes from 50 participants.

more real human hand(s). We also provided a ‘neither’ option to

prevent inflation in survey responses. The survey is conducted on

the Amazon Mechanical Turk platform to ensure professionalism

and fairness. Here we intentionally do not provide the definition of

‘real’ to users to fully expose users’ subjective opinions. Figure 8

visualizes the results. It shows the rectified images significantly out-

perform the original images, i.e., 70 out of 100 rectified images have

the majority of votes (>50%), and 84 were preferred over other op-

tions. Such phenomena indicate HandRefiner can greatly improve

hand generation quality in terms of human visual experience.

Among the 100 depth maps reconstructed from the malformed

survey images covering diverse indoor and outdoor scenarios, 97

capture the correct topology of standard hands, i.e., a palm with

five fingers. Only 9 depth maps have a slight unnatural distor-

tion in finger(s). This demonstrates the reliability and robustness

of the Mesh Graphormer, as it can accommodate the majority of

malformed inputs effectively. Mesh Graphormer is trained on a

closed set with correct hands, thus having a strong regularization

to generate accurate hand representations.

4.3 Ablation Studies
To distinguish the effectiveness of each design adopted in the pro-

posed HandRefiner, we utilize a subset design, i.e., sampling 2,000

images following the gesture distributions in the HAGRID dataset.

The hand regions are then masked in these images and the Han-

dRefiner is utilized to re-generate the hands under different config-

urations. We utilize both quantitative and qualitative comparisons

to demonstrate the effectiveness of our design.

Effect of Fine-tuning.We first investigate the effectiveness of fine-

tuning with synthetic hand data. The ControlNet that utilizes the

general depth map as the control signal during training is treated

as the baseline method. It can be observed from the first two rows

of Table 3 that the utilization of paired hand data and depth maps

which are generated from hand meshes can greatly improve the

hand generation quality, i.e., from 18.971 FID to 14.357 FID and

17.722 MPJPE to 8.576 MPJPE. As shown in Figure 9 (a), the Con-

trolNet without hand data fine-tuning can not generate the hand

structure well, e.g., the generated hands have extra fingers. The

generated hands after the HandRefiner rectification have more rea-

sonable structures, indicating that the introduced paired hand data

can aid the model more focus on the details of the hand structures

and better utilize the depth information during hand generation.

Fine-

tuned

Control

Strength

Negative

Prompt

Inpainting

Loss
FID ↓ MPJPE ↓

✗ 0.55 ✗ 18.971 17.722

✓ 0.55 ✗ ✓ 14.357 8.576

✓ 0.55 ✓ ✗ 13.989 8.078

✓ 0.55 ✓ ✓ 13.977 7.878

✓ 1.0 ✓ ✓ 14.959 7.150

✓ adaptive ✓ ✓ 13.823 6.330

Table 3: Ablation study of the design choice of HandRefiner.

Effect of Negative Prompt. We further explore the usage of neg-

ative prompts during the generation process. Note that the default

negative prompts in the generation process remain unchanged and

we only investigate the influence of the added negative prompt,

e.g., “fake 3D rendered image”. As shown in the 2
𝑛𝑑

and 4
𝑡ℎ

rows of

Table 3, the involvement of such a simple negative prompt brings a

better performance in both FID and pose error, e.g., 0.380 FID and

0.698 MPJPE improvement. It should be noted that it is almost free

to add such negative prompts during inference as it does not change

the training process. It can be observed in Figure 9 (b) that involving

such negative prompts can encourage the model to generate more

rich textures in the hands, resulting in better generative quality.

Effect of Inpainting Loss. We also utilize different loss functions

to train the HandRefiner model, including the naive diffusion loss

and the modified inpainting loss, i.e., only calculating the loss in the

hand regions. As shown in the 3
𝑟𝑑

and 4
𝑡ℎ

rows of Table 3, using

the inpainting loss can guide the model to more focus on the hand

regions, leading to reduced pose errors with no extra computational

costs during inference.

Effect of Control Strength. As demonstrated in the phase transi-

tion section, control strength is an effective factor in determining

the hand generation quality. We compare the performance of Han-

dRefiner with the fixed optimal control strength of 0.55, the fixed

default control strength of 1.0 as in other works, and the adaptive

control strength strategy. The results are shown in the last three

rows of Table 3 and Figure 9 (c). It can be summarized that using

a high fixed control strength like 1.0, the model has a lower pose

error, but a higher FID score, indicating that the higher control

strength will make the model better follow the structure but lacks

detailed textures since the synthetic data are used during training.

The adaptive control strength strategy further improves the visual

and quantitative results, while at the cost of more than 3.5 times

inference costs. To this end, we tend to utilize the fixed optimal

control strength by default and leave the adaptive control strength

strategy as an optional solution.
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Figure 9: Comparison of different methods on repainting 2k
HAGIRD images.

4.4 Further Exploration on Phase Transition
It is also interesting to demonstrate that the phase transition phe-

nomena are not isolated in hand generation tasks, but also can be

observed in other settings. Specifically, we train ControlNet using

other kinds of control signals on corresponding synthetic datasets,

e.g., we use the FaceSynthetics [34] dataset to train two ControlNets
conditioned on face landmarks and segmentation masks, respec-

tively. Then we vary control strength during inference, and the

same phase transition phenomenon is observed, e.g., the person’s
pose is mainly influenced when the control strength is small, while

larger control strength mainly changes the style and texture, as

shown in Figure 10. A similar conclusion can be drawn from the

ControlNet conditioned on the surface normal map of synthetic

people provided by Static gesture dataset [3] and Animated ges-

ture dataset [2]. We can apply this technique to other domains like

animal image generation with accurate pose control.

5 LIMITATIONS AND DISCUSSION
The proposed HandRefiner can greatly improve the hand genera-

tion quality in current stable diffusion works. The post-processing

nature of the HandRefiner makes it suitable for different generation-

based methods. Although we conduct extensive experiments in the

paper and demonstrate our effectiveness, more kinds of models can

be explored, e.g., DiT models [20]. Besides, although we focus on

free-form hand generation as current diffusion models already face

great challenges when generating free hand images, HandRefiner

can generalize to interacting hands as shown in Figure 11. Due

to the limited training data and challenging mesh reconstruction

under heavy occlusions, it may face difficulty in generating more

complex scenarios, i.e., intertwined fingers. It will be our future

Figure 10: Phase transitions in ControlNet conditioned on
different control signals. All models are trained with only
synthetic data.

Figure 11: Simple hand-object interaction examples that are
rectified by the HandRefiner.

work to target such cases and further improve the proposed method.

Furthermore, we mostly focus on the generation quality of hands

with appropriate sizes, i.e., dismissing the cases with extremely

small hand regions. Such small hands can be fixed by applying

super-resolution to the original image or using a higher resolution

base model like SDXL [21].

6 CONCLUSION
We present a novel conditional inpainting method based on Con-

trolNet to rectify malformed human hands in generated images.

By discovering an interesting phase transition phenomenon when

varying control strength, we allow model training on easily avail-

able synthetic data, while still maintaining realistic generation

results. We propose two simple techniques to determine the control

strength in inference, and quantitatively and qualitatively verify

their effectiveness. Lastly, we demonstrate the phase transition is

generalizable to other control signals and settings.

8



929

930

931

932

933

934

935

936

937

938

939

940

941

942

943

944

945

946

947

948

949

950

951

952

953

954

955

956

957

958

959

960

961

962

963

964

965

966

967

968

969

970

971

972

973

974

975

976

977

978

979

980

981

982

983

984

985

986

HandRefiner: Refining Malformed Hands in Generated Images by Diffusion-based Conditional Inpainting Conference acronym ’XX, June 03–05, 2018, Woodstock, NY

987

988

989

990

991

992

993

994

995

996

997

998

999

1000

1001

1002

1003

1004

1005

1006

1007

1008

1009

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

1021

1022

1023

1024

1025

1026

1027

1028

1029

1030

1031

1032

1033

1034

1035

1036

1037

1038

1039

1040

1041

1042

1043

1044

REFERENCES
[1] 2024. Midjourney. https://www.midjourney.com/. Accessed: 2024-02-13.

[2] Synthesis AI. 2023. Animated Gestures Dataset. data retrieved from Synthesis

AI, https://synthesis.ai/animated-gestures-dataset/.

[3] Synthesis AI. 2023. Static Gestures Dataset. data retrieved from Synthesis AI,

https://synthesis.ai/static-gestures-dataset/.

[4] Shariq Farooq Bhat, Reiner Birkl, Diana Wofk, Peter Wonka, and Matthias Müller.

2023. ZoeDepth: Zero-shot Transfer by Combining Relative and Metric Depth.

arXiv:2302.12288 [cs.CV]

[5] Mikołaj Bińkowski, Danica J. Sutherland, Michael Arbel, and Arthur Gretton.

2018. Demystifying MMD GANs. In International Conference on Learning Repre-
sentations.

[6] Prafulla Dhariwal and Alexander Nichol. 2021. Diffusion Models Beat GANs on

Image Synthesis. In Advances in Neural Information Processing Systems, M. Ran-

zato, A. Beygelzimer, Y. Dauphin, P.S. Liang, and J. Wortman Vaughan (Eds.),

Vol. 34. Curran Associates, Inc., 8780–8794. https://proceedings.neurips.cc/

paper_files/paper/2021/file/49ad23d1ec9fa4bd8d77d02681df5cfa-Paper.pdf

[7] George ElKoura and Karan Singh. 2003. Handrix: Animating the Human Hand.

In Proceedings of the 2003 ACM SIGGRAPH/Eurographics Symposium on Computer
Animation (San Diego, California) (SCA ’03). 110–119.

[8] Martin Heusel, Hubert Ramsauer, Thomas Unterthiner, Bernhard Nessler, and

Sepp Hochreiter. 2017. GANs Trained by a Two Time-Scale Update Rule Con-

verge to a Local Nash Equilibrium. In Advances In Neural Information Processing
Systems.

[9] JonathanHo, Ajay Jain, and Pieter Abbeel. 2020. DenoisingDiffusion Probabilistic

Models. In Advances In Neural Information Processing Systems.
[10] Catalin Ionescu, Dragos Papava, Vlad Olaru, and Cristian Sminchisescu. 2014.

Human3.6M: Large Scale Datasets and Predictive Methods for 3DHuman Sensing

in Natural Environments. IEEE Transactions on Pattern Analysis and Machine
Intelligence 36, 7 (2014), 1325–1339. https://doi.org/10.1109/TPAMI.2013.248

[11] Alexander Kapitanov, Andrew Makhlyarchuk, and Karina Kvanchiani. 2022.

HaGRID - HAnd Gesture Recognition Image Dataset. arXiv:2206.08219 [cs.CV]

[12] Junnan Li, Dongxu Li, Caiming Xiong, and Steven Hoi. 2022. BLIP: Bootstrapping

Language-Image Pre-training for Unified Vision-Language Understanding and

Generation. In International Conference on Machine Learning.
[13] Kevin Lin, LijuanWang, and Zicheng Liu. 2021. Mesh Graphormer. In Proceedings

of the IEEE International Conference on Computer Vision.
[14] Ilya Loshchilov and Frank Hutter. 2019. Decoupled Weight Decay Regularization.

In International Conference on Learning Representations.
[15] Camillo Lugaresi, Jiuqiang Tang, Hadon Nash, Chris McClanahan, Esha Uboweja,

Michael Hays, Fan Zhang, Chuo-Ling Chang, Ming Guang Yong, Juhyun Lee,

Wan-Teh Chang, Wei Hua, Manfred Georg, and Matthias Grundmann. 2019.

MediaPipe: A Framework for Building Perception Pipelines. In Third Workshop
on Computer Vision for AR/VR.

[16] Andreas Lugmayr, Martin Danelljan, Andres Romero, Fisher Yu, Radu Timofte,

and Luc Van Gool. 2022. RePaint: Inpainting using Denoising Diffusion Prob-

abilistic Models. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition.

[17] Chong Mou, Xintao Wang, Liangbin Xie, Yanze Wu, Jian Zhang, Zhongang

Qi, Ying Shan, and Xiaohu Qie. 2023. T2I-Adapter: Learning Adapters

to Dig out More Controllable Ability for Text-to-Image Diffusion Models.

arXiv:2302.08453 [cs.CV]

[18] Supreeth Narasimhaswamy, Uttaran Bhattacharya, Xiang Chen, Ishita Dasgupta,

and Saayan Mitra. 2023. Text-to-Hand-Image Generation Using Pose- and Mesh-

Guided Diffusion. In Proceedings of the IEEE International Conference on Computer
Vision Workshops.

[19] Alexander Quinn Nichol, Prafulla Dhariwal, Aditya Ramesh, Pranav Shyam,

Pamela Mishkin, Bob Mcgrew, Ilya Sutskever, and Mark Chen. 2022. GLIDE: To-

wards Photorealistic Image Generation and Editing with Text-Guided Diffusion

Models. In Proceedings of the 39th International Conference on Machine Learn-
ing (Proceedings of Machine Learning Research, Vol. 162), Kamalika Chaudhuri,

Stefanie Jegelka, Le Song, Csaba Szepesvari, Gang Niu, and Sivan Sabato (Eds.).

PMLR, 16784–16804. https://proceedings.mlr.press/v162/nichol22a.html

[20] William Peebles and Saining Xie. 2023. Scalable Diffusion Models with Trans-

formers. In Proceedings of the IEEE International Conference on Computer Vision.
[21] Dustin Podell, Zion English, Kyle Lacey, Andreas Blattmann, Tim Dockhorn,

Jonas Müller, Joe Penna, and Robin Rombach. 2023. SDXL: Improving Latent

Diffusion Models for High-Resolution Image Synthesis.

[22] Tingting Qiao, Jing Zhang, Duanqing Xu, and Dacheng Tao. 2019. Learn, Imagine

and Create: Text-to-Image Generation from Prior Knowledge. In Advances In
Neural Information Processing Systems, Vol. 32.

[23] Tingting Qiao, Jing Zhang, Duanqing Xu, and Dacheng Tao. 2019. MirrorGAN:

Learning Text-to-image Generation by Redescription. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition. 1505–1514.

[24] Aditya Ramesh, Prafulla Dhariwal, Alex Nichol, Casey Chu, and Mark Chen.

2022. Hierarchical Text-Conditional Image Generation with CLIP Latents.

arXiv:2204.06125 [cs.CV]

[25] René Ranftl, Katrin Lasinger, David Hafner, Konrad Schindler, and Vladlen Koltun.

2022. Towards Robust Monocular Depth Estimation: Mixing Datasets for Zero-

Shot Cross-Dataset Transfer. IEEE Transactions on Pattern Analysis and Machine
Intelligence 44, 3 (2022).

[26] Robin Rombach, Andreas Blattmann, Dominik Lorenz, Patrick Esser, and Bjorn

Ommer. 2022. High-Resolution Image Synthesis with Latent Diffusion Models. In

Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition.
[27] Javier Romero, Dimitrios Tzionas, and Michael J. Black. 2017. Embodied Hands:

Modeling and Capturing Hands and Bodies Together. ACM Transactions on
Graphics 36, 6 (2017).

[28] Chitwan Saharia, William Chan, Saurabh Saxena, Lala Li, Jay Whang, Emily L

Denton, Kamyar Ghasemipour, Raphael Gontijo Lopes, Burcu Karagol Ayan, Tim

Salimans, Jonathan Ho, David J Fleet, and Mohammad Norouzi. 2022. Photo-

realistic Text-to-Image Diffusion Models with Deep Language Understanding.

In Advances in Neural Information Processing Systems, S. Koyejo, S. Mohamed,

A. Agarwal, D. Belgrave, K. Cho, and A. Oh (Eds.), Vol. 35. Curran Associates,

Inc., 36479–36494. https://proceedings.neurips.cc/paper_files/paper/2022/file/

ec795aeadae0b7d230fa35cbaf04c041-Paper-Conference.pdf

[29] Dvir Samuel, Rami Ben-Ari, Simon Raviv, Nir Darshan, and Gal Chechik.

2023. Generating Images of Rare Concepts Using Pre-trained Diffusion Models.

arXiv:2304.14530 [cs.CV]

[30] Jascha Sohl-Dickstein, Eric Weiss, Niru Maheswaranathan, and Surya Ganguli.

2015. Deep Unsupervised Learning using Nonequilibrium Thermodynamics. In

International Conference on Machine Learning (Proceedings of Machine Learning
Research, Vol. 37), Francis Bach and David Blei (Eds.). PMLR, Lille, France, 2256–

2265. https://proceedings.mlr.press/v37/sohl-dickstein15.html

[31] Jiaming Song, Chenlin Meng, and Stefano Ermon. 2021. Denoising Diffusion

Implicit Models. In International Conference on Learning Representations. https:

//openreview.net/forum?id=St1giarCHLP

[32] Yang Song, Jascha Sohl-Dickstein, Diederik P Kingma, Abhishek Kumar, Stefano

Ermon, and Ben Poole. 2021. Score-Based Generative Modeling through Stochas-

tic Differential Equations. In International Conference on Learning Representations.
https://openreview.net/forum?id=PxTIG12RRHS

[33] Zhenzhen Weng, Laura Bravo-Sánchez, and Serena Yeung. 2023. Diffusion-HPC:

Generating Synthetic Images with Realistic Humans. arXiv:2303.09541 [cs.CV]

[34] Erroll Wood, Tadas Baltrušaitis, Charlie Hewitt, Sebastian Dziadzio, Thomas J

Cashman, and Jamie Shotton. 2021. Fake It Till You Make It: Face Analysis in

the Wild Using Synthetic Data Alone. In Proceedings of the IEEE international
conference on computer vision. 3681–3691.

[35] Yufei Ye, Xueting Li, Abhinav Gupta, Shalini De Mello, Stan Birchfield, Jiaming

Song, Shubham Tulsiani, and Sifei Liu. 2023. Affordance Diffusion: Synthesizing

Hand-Object Interactions. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition.

[36] Wei Yin, Jianming Zhang, Oliver Wang, Simon Niklaus, Long Mai, Simon Chen,

and Chunhua Shen. 2021. Learning to Recover 3D Scene Shape from a Single

Image. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition.

[37] Fan Zhang, Valentin Bazarevsky, Andrey Vakunov, Andrei Tkachenka, George

Sung, Chuo-Ling Chang, and Matthias Grundmann. 2020. MediaPipe Hands:

On-device Real-time Hand Tracking. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition Workshops.

[38] Lvmin Zhang, Anyi Rao, and Maneesh Agrawala. 2023. Adding Conditional Con-

trol to Text-to-Image Diffusion Models. In Proceedings of the IEEE International
Conference on Computer Vision.

[39] Shihao Zhao, Dongdong Chen, Yen-Chun Chen, Jianmin Bao, Shaozhe Hao, Lu

Yuan, and Kwan-Yee K Wong. 2023. Uni-ControlNet: All-in-One Control to

Text-to-Image Diffusion Models. In Advances In Neural Information Processing
Systems.

[40] Christian Zimmermann and Thomas Brox. 2017. Learning to Estimate 3D Hand
Pose from Single RGB Images. Technical Report. arXiv:1705.01389. https://lmb.

informatik.uni-freiburg.de/projects/hand3d/ https://arxiv.org/abs/1705.01389.

[41] Christian Zimmermann, Duygu Ceylan, Jimei Yang, Bryan Russell, Max Argus,

and Thomas Brox. 2019. FreiHAND: A Dataset for Markerless Capture of Hand

Pose and Shape from Single RGB Images. In Proceedings of the IEEE International
Conference on Computer Vision.

9

https://www.midjourney.com/
https://synthesis.ai/animated-gestures-dataset/
https://synthesis.ai/static-gestures-dataset/
https://arxiv.org/abs/2302.12288
https://proceedings.neurips.cc/paper_files/paper/2021/file/49ad23d1ec9fa4bd8d77d02681df5cfa-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2021/file/49ad23d1ec9fa4bd8d77d02681df5cfa-Paper.pdf
https://doi.org/10.1109/TPAMI.2013.248
https://arxiv.org/abs/2206.08219
https://arxiv.org/abs/2302.08453
https://proceedings.mlr.press/v162/nichol22a.html
https://arxiv.org/abs/2204.06125
https://proceedings.neurips.cc/paper_files/paper/2022/file/ec795aeadae0b7d230fa35cbaf04c041-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/ec795aeadae0b7d230fa35cbaf04c041-Paper-Conference.pdf
https://arxiv.org/abs/2304.14530
https://proceedings.mlr.press/v37/sohl-dickstein15.html
https://openreview.net/forum?id=St1giarCHLP
https://openreview.net/forum?id=St1giarCHLP
https://openreview.net/forum?id=PxTIG12RRHS
https://arxiv.org/abs/2303.09541
https://lmb.informatik.uni-freiburg.de/projects/hand3d/
https://lmb.informatik.uni-freiburg.de/projects/hand3d/

	Abstract
	1 Introduction
	2 Related Work
	2.1 Conditional Image Diffusion Model
	2.2 Generating Plausible Human Body Parts

	3 Method
	3.1 HandRefiner Pipeline
	3.2 Phase Transition
	3.3 Negative Prompting
	3.4 Loss Function

	4 Experiments
	4.1 Experiment Settings
	4.2 Comparison with Stable Diffusion Baseline
	4.3 Ablation Studies
	4.4 Further Exploration on Phase Transition

	5 Limitations and Discussion
	6 Conclusion
	References

