
Algorithm 1 Pseudo Code for Text-Correlated Attention Heatmap Generator

1: 𝐸𝑡 ←𝑚𝑜𝑑𝑒𝑙 .𝑒1 ⊲ Define Et as model embedding

2: 𝑖𝑚𝑎𝑔𝑒_𝑡𝑒𝑛𝑠𝑜𝑟 ← InputImageTensor ⊲ Input image tensor

3: 𝑖𝑚𝑔_𝑚𝑒𝑎𝑛 ←𝑚𝑜𝑑𝑒𝑙 .𝑔𝑒𝑡_𝑣𝑖𝑠𝑖𝑜𝑛_𝑡𝑜𝑤𝑒𝑟 ().𝑖𝑚𝑎𝑔𝑒_𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 .𝑖𝑚𝑎𝑔𝑒_𝑚𝑒𝑎𝑛

4: 𝑖𝑚𝑔_𝑠𝑡𝑑 ←𝑚𝑜𝑑𝑒𝑙 .𝑔𝑒𝑡_𝑣𝑖𝑠𝑖𝑜𝑛_𝑡𝑜𝑤𝑒𝑟 ().𝑖𝑚𝑎𝑔𝑒_𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 .𝑖𝑚𝑎𝑔𝑒_𝑠𝑡𝑑

5: 𝑖𝑚𝑎𝑔𝑒_𝑡𝑒𝑛𝑠𝑜𝑟 ← SqeezeFirstDim(𝑖𝑚𝑎𝑔𝑒_𝑡𝑒𝑛𝑠𝑜𝑟 ) ⊲ Remove batch dimension

6: 𝑖𝑚𝑔_𝑠ℎ𝑜𝑤 ← PermuteToHWC(𝑖𝑚𝑎𝑔𝑒_𝑡𝑒𝑛𝑠𝑜𝑟 ) ⊲ To Height x Width x Channel

7: 𝑖𝑚𝑔_𝑠ℎ𝑜𝑤 ← ConvertToNumpyAndReverseChannels(𝑖𝑚𝑔_𝑠ℎ𝑜𝑤 )

8: 𝑖𝑚𝑔_𝑠ℎ𝑜𝑤 ← Unnormalize(𝑖𝑚𝑔_𝑠ℎ𝑜𝑤, 𝑖𝑚𝑔_𝑠𝑡𝑑, 𝑖𝑚𝑔_𝑚𝑒𝑎𝑛) ×255
9: 𝑖𝑚𝑔_𝑠𝑐𝑜𝑟𝑒 ← Normalize(𝐸𝑡 ) ⊲ Normalize scores to [0, 1]

10: 𝑖𝑚𝑔_𝑠𝑐𝑜𝑟𝑒_𝑎𝑣𝑔←Mean(𝑖𝑚𝑔_𝑠𝑐𝑜𝑟𝑒, 1) ⊲ Compute average scores

11: 𝑖𝑚𝑔_𝑠𝑐𝑜𝑟𝑒_𝑟𝑒𝑠ℎ𝑎𝑝𝑒𝑑 ← ReshapeTo24x24(𝑖𝑚𝑔_𝑠𝑐𝑜𝑟𝑒_𝑎𝑣𝑔)

12: 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ← Find50thHighestValue(𝑖𝑚𝑔_𝑠𝑐𝑜𝑟𝑒_𝑟𝑒𝑠ℎ𝑎𝑝𝑒𝑑)

13: 𝑖𝑚𝑔_𝑠𝑐𝑜𝑟𝑒_𝑟𝑒𝑠ℎ𝑎𝑝𝑒𝑑 ← ZeroBelowThreshold(𝑖𝑚𝑔_𝑠𝑐𝑜𝑟𝑒_𝑟𝑒𝑠ℎ𝑎𝑝𝑒𝑑, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)

14: 𝑖𝑚𝑔_𝑠𝑐𝑜𝑟𝑒_𝑢𝑝𝑠𝑐𝑎𝑙𝑒𝑑 ← UpscaleToMatchImage(𝑖𝑚𝑔_𝑠𝑐𝑜𝑟𝑒_𝑟𝑒𝑠ℎ𝑎𝑝𝑒𝑑, 𝑖𝑚𝑎𝑔𝑒_𝑡𝑒𝑛𝑠𝑜𝑟 .𝑠ℎ𝑎𝑝𝑒 [1], 𝑖𝑚𝑎𝑔𝑒_𝑡𝑒𝑛𝑠𝑜𝑟 .𝑠ℎ𝑎𝑝𝑒 [2])

The image features a 

young girl standing 

outside, holding a blue 

umbrella to protect 

herself from the rain. She 

is wearing a pink jacket 

and a scarf, adding a 

touch of color to the 

scene. The umbrella is 

open, covering the girl 

and providing shelter 

from the elements. The 

girl appears to be looking 

up, possibly observing 

something above her.

The image features a 

white vase filled with 

yellow flowers, placed 

on a table or countertop. 

This vase is accompanied 

by two smaller vases, 

each containing yellow 

flowers. The 

arrangement creates a 

visually appealing and 

vibrant display of yellow 

flowers. The table or 

countertop appears to be 

a white surface, which 

complements the color of 

the flowers.

Figure 1: Example of Knowledge Ability Comparative Experiments
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MM’24, October 28 - November 1, 2024, Melbourne, Australia. author name and author name, et al.

The image features a yellow 

sports car parked on the side 

of a street, likely in a parking 

lot or a designated parking 

area near a business district. 

Several people can be seen 

walking around the area.The 

street is lined with various 

vehicles parked along the 

side.  The presence of 

multiple people and vehicles 

suggests that this is a busy 

urban area with a mix of 

commercial and residential 

spaces.

In the image, a woman is 

feeding a giraFFE from her 

hand, while the giraffe leans 

its head to reach her. The 

woman is wearing a hat and 

is standing close to the 

giraffe. The scene appears to 

be taking place in a zoo 

setting, as the giraffe is in an 

enclosure, surrounded.

Figure 2: Example of Knowledge Ability Comparative Experiments

The image features a 

giraffe standing in a dirt 

field, surrounded by a 

fence. The giraffe is 

positioned near the 

center of the scene, with 

its long neck and legs 

prominently visible. In 

the background, there are 

several cars parked, 

likely belonging to 

visitors to the zoo.

The image depicts a 

group of cows walking 

down a street in a 

residential area. There are 

three cows in total. The 

cows appear to be moving 

in the same direction, 

possibly heading towards a 

fence or a gate. The street 

is lined with houses on 

both sides, creating a cozy 

and residential 

atmosphere. The cows are 

walking on the sidewalk, 

which is located between 

the houses and the street.

Figure 3: Example of Knowledge Ability Comparative Experiments



The Name of the Title is Hope MM’24, October 28 - November 1, 2024, Melbourne, Australia.

The image captures a thrilling 

moment of a snowboarder in the 

air, performing a jump on a 

snow-covered slope. The 

snowboarder is in the middle of 

the jump, showcasing their skill 

and athleticism. The snowboard 

is clearly visible beneath the 

snowboarder, as they soar 

through the air.The scene is set 

against a backdrop of snow-

covered ground, creating a 

picturesque winter landscape. The 

snowboarder's impressive jump is 

the focal point of the image, 

highlighting their talent and the 

excitement of the sport.

The image features a baby 

sitting in a high chair, 

looking at a colorful 

birthday cakes placed in 

front of her on the tray of 

the high chair. The baby 

appears to be curious and 

excited about the cakes, 

possibly waiting for 

someone to cut and serve 

them.

Figure 4: Example of Knowledge Ability Comparative Experiments

The image features a man 

standing in a grassy field, 

flying a kit in the air with a 

string attached. In the 

background, there are trees, 

creating a pleasant outdoor 

setting for kite-fighting 

enthusiasts to engage their 

skills on windless days like 

the man in jean short 

sleeveless shirts is doing in 

his park-like surroundings on 

a clear day with blue skies 

and green grassy field.

The image features a man 

walking on the beach, 

holding a surfboard.  The 

man is wearing a wetsuit, 

which suggests that he is 

likely preparing to go 

surfing.  He is walking 

along the shimmering 

ocean, enjoying his time 

by its beautiful waters.

Figure 5: Example of Knowledge Ability Comparative Experiments



MM’24, October 28 - November 1, 2024, Melbourne, Australia. author name and author name, et al.

The image features a man 

skillfully riding a skateboard 

on a cement ramp at a skate 

park.  In the background, there 

are trees and a bench, adding 

to the outdoor park-like 

ambiance of skaters practicing 

their stunts on rammed ledge 

features or grating ledged 

stairway structures.

The image captures a young man 

skillfully riding a skateboard 

down a set of cement stairs. He is 

wearing a white shirt and appears 

to be enjoying the challenge of 

the stunt. The skateboarder is in 

the middle of the scene, with the 

skateboard clearly visible beneath 

him.

In the background, there are 

trees and a bench, adding to the 

outdoor setting of the scene. 

The bench is located towards 

the right side of the image, 

while the trees can be seen in the 

background, providing a natural 

backdrop to the skateboarding 

action.

Input Image OPERA(LLaVA) DOPRA(LLaVA)

Prompt

Please describe this 
image in detail.

Figure 6: Examples of OPERA vs. DOPRA comparisons

The image features a young 

girl wearing a pink dress, 

standing in a living room and 

playing a video game using a 

Wii remote control. She 

appears to be focused on the 

game, possibly enjoying a fun 

and interactive experience. 

The living room has a couch 

in the background where she 

might sit or stand while 

playing the game, as she holds 

the remote in her hand and 

engages with the gameplay.

The image features a young 

girl wearing a pink dress, 

standing in a living room and 

playing a video game on a 

Nintendo Wii console. She is 

holding a Wii remote in her 

hand, fully engaged with the 

game.

The living room is furnishing 

with a couch in the 

background and a chair 

nearby. The girl appears to 

be enjoying her gaming 

session on the Wii.

Input Image OPERA(LLaVA) DOPRA(LLaVA)

Prompt

Please describe this 
image in detail.

Figure 7: Examples of OPERA vs. DOPRA comparisons



The Name of the Title is Hope MM’24, October 28 - November 1, 2024, Melbourne, Australia.

The image features a street sign 

pole with multiple blue street 

signs pointing in different 

directions.  The signs are 

positioned at various heights, 

indicating the direction of the 

streets they point to.  There are 

two signs on the left side of the 

pole, and one sign on the right 

side.  The signs are placed close to 

each other, with the closest ones 

being positioned near the top of 

the pole.  The signs are visible 

from a distance, making it easier 

for drivers to navigate the area.

The image features a street 

corner with multiple street 

signs.  There are two blue 

street signs, one on the left 

side of the image and another 

on the right side of the image.  

A third blue street sign is 

positioned closer to the center 

of the image.  Additionally, 

there is a red traffic light 

located near the center of 

the image, indicating the 

direction of traffic flow.  A 

car can be seen in the 

background, parked on the 

left side of the image.

Input Image OPERA(InstructBLIP)

Prompt

Please describe this 
image in detail.

DOPRA(InstructBLIP)

Figure 8: Examples of OPERA vs. DOPRA comparisons

The image features a man and a 

woman standing together, both 

holding wine glasses in their 

hands.  They are smiling and 

toasting each other, likely 

celebrating a special occasion or 

enjoying a drink together.  The 

scene takes place in a dining 

room, with a table visible in the 

background.  There are several 

china plastic cups and glasses 

scattered around the room, 

suggesting that the guests are 

having a social gathering.  In 

addition to the couple, there are 

several other people present in the 

room, possibly friends or family 

members.

In the image, a man and a woman 

are standing next to each other, 

holding wine glasses filled with 

red wine.   They are both smiling 

as they raise their glasses in a 

toast.   The man is wearing a 

green shirt, while the woman is 

wearing a black shirt.    There are 

several chairs scattered around 

the room, providing seating 

options for the people present.   A 

table can be seen in the 

background, likely used for 

serving the wine or other 

refreshments.   Additionally, 

there are two bottles of wine on 

the table, one closer to the man 

and the other closer to the 

woman.

Input Image OPERA(InstructBLIP)

Prompt

Please describe this 
image in detail.

DOPRA(InstructBLIP)

Figure 9: Examples of OPERA vs. DOPRA comparisons



MM’24, October 28 - November 1, 2024, Melbourne, Australia. author name and author name, et al.

This image shows a person 

wearing skis and poles, jumping 

off a ramp in the air. The person is 

wearing an orange jacket and 

black pants, and is holding their 

poles in one hand. In the 

background, there is a snow-

covered ramp and a person 

standing on the ground watching 

the skier. The sky is cloudy and 

there are no other objects in the 

image.

This image shows a person 

wearing skis and holding a ski 

pole in the air as they jump 

over a pile of snow.  The 

person is wearing an orange 

jacket and black pants, and is 

holding the ski pole with both 

hands.  In the background, 

there is a person standing on 

the ground watching the skier.  

The ground is covered in 

snow, and there are trees in 

the background.

Input Image OPERA(MiniGPT-4)

Prompt

Please describe this 
image in detail.

DOPRA(MiniGPT-4)

Figure 10: Examples of OPERA vs. DOPRA comparisons

This image shows a person 

standing in a hallway with an 

umbrella in their hand. The 

person is wearing a blue shirt 

and jeans, and their hair is wet 

from the rain. The walls of the 

hallway are panele.

This image shows a person 

standing in a hallway with an 

umbrella in their hand. The 

person is wearing a blue shirt 

and jeans, and the walls of the 

hallway are painted red. The 

umbrella has the word 

"space" written on it in white 

letters. The person is standing 

in the middle of the hallway, 

with their back to the camera. 

The umbrella is open, and the 

person is holding it with both 

hands. The lighting in the 

hallway is dim, with shadows 

cast on the walls.

Input Image OPERA(MiniGPT-4)

Prompt

Please describe this 
image in detail.

DOPRA(MiniGPT-4)

Figure 11: Examples of OPERA vs. DOPRA comparisons


