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Abstract

Theoretical efforts to prove advantages of Transformers in comparison with classi-
cal architectures such as feedforward and recurrent neural networks have mostly
focused on representational power. In this work, we take an alternative perspective
and prove that even with infinite compute, feedforward and recurrent networks
may suffer from larger sample complexity compared to Transformers, as the latter
can adapt to a form of dynamic sparsity. Specifically, we consider a sequence-to-
sequence data generating model on sequences of length IV, where the output at each
position only depends on ¢ < N relevant tokens, and the positions of these tokens
are described in the input prompt. We prove that a single-layer Transformer can
learn this model if and only if its number of attention heads is at least ¢, in which
case it achieves a sample complexity almost independent of NV, while recurrent
networks require N2(1) samples on the same problem. If we simplify this model,
recurrent networks may achieve a complexity almost independent of N, while
feedforward networks still require NV samples. Our proposed sparse retrieval model
illustrates a natural hierarchy in sample complexity across these architectures.

1 Introduction

The Transformer [VSPT17], a neural network architecture that combines attention and feedforward
blocks, forms the backbone of large language models and machine learning approaches across
many domains [RNSS18, DBKT20, BMR"20]. The theoretical efforts surrounding the success
of Transformers have so far demonstrated various capabilities like in-context learning [ASA ™23,
VONRT23, BCW™'23, ZFB24, KNS24, and others] and chain-of-thought prompting along with
its benefits [FZGT23, MS24, LLZM?24, KS24, and others] in various settings. There are fewer
works that provide specific benefits of Transformers in comparison with feedforward and recurrent
architectures. On the approximation side, there are tasks that Transformers can solve with size
logarithmic in the input, while alternative architectures require polynomial size [SHT23, SHT24].
Based on these results, [WWHL24] showed a separation between Transformers and feedforward
networks by providing further optimization guarantees for gradient-based training of Transformers
on a sparse token selection task.

While most prior works focused on the approximation separation between Transformers and feedfor-
ward networks (FFNs), in this work we focus on a purely statistical separation, and ask:

What function class can Transformers learn with fewer samples compared to
feedforward and recurrent networks, even with infinite computational resources?

[FGBM23] approached the above problem with random features, where the query-key matrix for
the attention and the first layer weights for the two-layer feedforward network were fixed at random
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Statistical Model Feedforward RNN Transformer

Simple-gSTR X (Theorem 9) v (Theorem 5) v (Theorem 3)
¢STR X (Theorem 9) X (Theorem 7) v (Theorem 3)

Table 1: Summary of main contributions (see Theorem 1). v indicates a sample complexity upper bound that is
almost sequence length-free (up to polylogarithmic factors). X indicates a lower bound of order N Q@)

initialization. However, this only presents a partial picture, as neural networks can learn a significantly
larger class of functions once “feature learning” is allowed, i.e., parameters are trained to adapt to the
structure of the underlying task [Bac17, BEST22, DLS22, BBSS22, DKL23, AAM23, MHWE24].

We evaluate the statistical efficiency of Transformers and alternative architectures by characterizing
how the sample complexity depends on the input sequence length. A benign length dependence
(e.g., sublinear) signifies the ability to achieve low test error in longer sequences, which intuitively
connects to the length generalization capability [AWA™22]. While Transformers have demonstrated
this ability in certain structured logical tasks, they fail in other simple settings [ZBL 23, LAG123].
Our generalization bounds for bounded-norm Transformers — along with our contrasts to RNNs
and feedforward neural networks — provide theoretical insights into the statistical advantages of
Transformers and lay the foundation for future rigorous investigations of length generalization.

1.1 Our Contributions

We study the g-Sparse Token Regression (¢STR) data generating model, a sequence-to-sequence
model where the output at every position depends on a sparse subset of the input tokens. Importantly,
this dependence is dynamic, i.e., changes from prompt to prompt, and is described in the input itself.
We prove that by employing the attention layer to retrieve relevant tokens at each position, single-
layer Transformers can adapt to this dynamic sparsity, and learn ¢gSTR with a sample complexity
almost independent of the length of input sequence N, as long as the number of attention heads
is at least ¢g. On the other hand, we develop a new metric-entropy-based argument to derive norm
and parameter-count lower bounds for RNNs approximating the gSTR model. Thanks to lower
bounds on weight norm, we also obtain a sample complexity lower bound of order N*(*) for RNNs.
Further, we show that RNNs can learn a subset of ¢STR where the output is a constant sequence,
which we call simple-gSTR, with a sample complexity polylogarithmic in N. Finally, we develop a
lower bound technique for feedforward networks (FFNs) that takes advantage of the fully connected
projection of the first layer to obtain a sample complexity lower bound linear in N, even when learning
simple-gSTR models. The following theorem and Table 1 summarize our main contributions.

Theorem 1 (Informal). We have the following hierarchy of statistical efficiency for learning ¢gSTR.

* A single-layer Transformer with H > q heads can learn ¢qSTR. with sample complexity almost
independent of N, and cannot learn qSTR when H < q even with infinitely many samples.

* RNNs can learn simple-gSTR with sample size almost independent of N, but require at least
Q(N¢) samples for some constant ¢ > 0 to learn a generic ¢gSTR model, regardless of their size.

* Feedforward neural networks, regardless of their size, require Q(Nd) samples to learn even
simple-gSTR models, where d is input token dimension.

We empirically validate the intuitions from Theorem 1 in Figure 1. Observe that on a 1STR task, both
FFNs and RNNs suffer from a large sample complexity for larger N. However, for a simple-1STR
model, RNNs perform closer to Transformers with a much milder dependence on /N than FFNs.

1.2 Related Work

While generalization is a fundamental area of study in machine learning theory, theoretical work
on the generalization capabilities of Transformers remains relatively sparse. Some works analyze
the inductive biases of self-attention through connections to max-margin SVM classifiers [VDT24].
Others quantify complexity in terms of the simplest programs in a formal language (such as the
RASP model of [YCA23]) that solve the task and relate that to Transformer generalization [ZBL*23,
CS24]. The most relevant works to our own are [EGKZ22, TT23, Tru24], which employ covering
numbers to bound the sample complexity of deep Transformers with bounded weights. They
demonstrate a logarithmic scaling in the sequence length, depth, and width and apply their bounds
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Figure 1: Number of samples required to reach a certain test MSE loss threshold while training with online
AdamW. We consider (a) the 1STR model with loss threshold 0.7 and (b) the simple-1STR model with loss
threshold 0.02, averaged over 5 experiments. We use a linear link function, standard Gaussian input, d = 10 and
de = |5log(N)]. Positional encodings are sampled uniformly from the unit hypercube. Experimental details
and additional results on the effect of g are provided in Appendix E.

to the learnability of sparse Boolean functions. We refine these covering number bounds to better
characterize generalization in sequence-to-sequence learning with dynamic sparsity [SHT23]. Our
problems formalize long-context reasoning tasks, extending beyond simple retrieval to include
challenges like multi-round coreference resolution [VOTT24].

Expressivity of Transformers. The expressive power of Transformers has been extensively studied
in prior works. Universality results establish that Transformers can approximate the output of
any continuous function or Turing machine [YBR'19, WCM21], as well as measure-to-measure
maps [GRRB24], and their memorization capacity is well-understood [MLT24]. However, complexity
limitations remain for bounded-size models. Transformers with fixed model sizes are unable to solve
even regular languages, such as Dyck and Parity [BAG20, Hah20]. Further work [e.g. MS23] relates
Transformers to boolean circuits to establish the hardness of solving tasks like graph connectivity with
even polynomial-width Transformers. Additionally, work on self-attention complexity explores how
the embedding dimension and number of heads affects the ability of attention layers to approximate
sparse matrices [LCW21], recover nearest-neighbor associations [AYB24], and compute sparse
averages [SHT23]. The final task closely resembles our ¢STR model and has been applied to
relate the capabilities of deep Transformers to parallel algorithms [SHT24]. Several works [e.g.
JBKM24, BHBK24, WDL24] introduce sequential tasks where Transformers outperform RNNs
or other state space models in parameter-efficient expressivity. We establish similar architectural
separations with an added focus on generalization capabilities.

Statistical Separation. Our work is conceptually related to studies on feature learning and adaptiv-
ity in feedforward networks, particularly in learning models with sparsity and low-dimensional
structures. Prior work has analyzed how neural networks and gradient-based optimization in-
troduce inductive biases that facilitates the learning of low-rank and low-dimensional functions
[LMZ18, WLLM19, CB20, MHPG ™23, OSSW24]. These studies often demonstrate favorable gen-
eralization properties based on certain structures of the solution such as large margin or low norm
[BFT17, NLB*18, OWSS19, WLLM19]. Our goal is to extend efficient learning of low-dimensional
concepts to sequential architectures, ensuring sample complexity remains efficient in both input
dimension d and context length N. Our approach, motivated by [SHT23, WWHL24], suggests that
gSTR is a sequential model whose sparsity serves as a low-dimensional structure, making it the
primary determinant of generalization complexity for Transformers.

Notation. For a natural number n, define [n] := {1,...,n}. We use ||-[|, to denote the ¢, norm
of vectors. For a matrix A € R™", A, , = [[(l A1l [[Anll,)]
the operator norm of A. We use a < b and a < O(b) interchangeably, which means a < Cb for

some absolute constant C'. We similarly define 2 and . O and Q hide multiplicative constants that
depend polylogarithmically on problem parameters. o denotes the ReLU activation.

,» and [ All,, denotes



2 Problem Setup

Statistical Model. In this paper, we will focus on the ability of different architectures for learning
the following data generating model.

Definition 2 (¢-Sparse Token Regression). Suppose p,y ~ P where

- (7))

t; € [N and z; € R? for i € [N)]. In the q-sparse token regression (¢STR) data generating model,
the output is given by y = (y1,...,yn) ' € RY, where

Yi = g(wtim' . 7wtiq)7

for some g : R1% — R. We call this model simple-gSTR if the data distribution is such that t; = t
foralli € [N] and some t drawn from [N]7.

The above defines a class of sequence-to-sequence functions, where the label at position ¢ in the
output sequence depends only on a subsequence of size g of the input data, determined by the set of
indices £;. p in the above definition denotes the prompt or context. Given the large context length of
modern architectures, we are interested in a setting where ¢ < N. In this setting, the answer at each
position only depends on a few tokens, however the tokens it depends on change based on the context.
Therefore, we seek architectures that are adaptive to this form of dynamic sparsity in the true data
generating process, with computational and sample complexity independent of N. As a special case,
choosing g as the tokens’ mean recovers the sparse averaging model proposed in [SHT23], where
the authors separate the representational capacity of Transformers and other architectures.

While our main motivation for using the ¢gSTR model is the role of this model as a theoretical
benchmark (cf. [SHT23, WWHL24]), we now present an example of how tasks similar to ¢gSTR
can arise in natural language modeling. Consider the prompt “For my vacation this summer, I'm
considering either Paris or Tokyo. If I go to Paris, I want to visit their art museums, and if I end up
in Tokyo, I want to try their cuisine. Can you tell me how much would my first and second option
cost respectively?” In this case, t; is the token first and refers to the tokens Paris and art museumes,
while £, is the token second and refers to the tokens Tokyo and cuisine. Note that for either £1 or ¢,
the answer to the prompt only depends on two tokens out of the entire context, thus this example
demonstrates the case of ¢ = 2. We refer the interested readers to the multi-round conference
resolution task of [VOT™24] for more realistic examples in evaluating large models.

To obtain statistical guarantees, we will impose mild moment assumptions on the data.

Assumption 1. Suppose E[||z;||"]"" < /Codr and E[|y;|"]"" < \/Cyr® forallr > 1,14 € [N],
and some absolute constants s > 1 and Cy, Cyy, > 0.

We only require the above assumption to establish standard concentration bounds, and it is satisfied as
soon as ||x|| is subGaussian and y is sub-Weibull (e.g. g grows at most like a polynomial of degree s).
Learning the ¢STR, model requires two steps: () extracting the relevant tokens at each position, (74)
learning the link function g. We are interested in settings where the difficulty of learning is dominated
by the first step, hence we assume g can be approximated by a two-layer feedforward network.

Assumption 2. There exist my € N, ag,b, € R™ and W, € R™9*%, such that ||ay||, <
Ta/\/Mg, and ||(W 4, by)||p < \/Mgr., for some constants rq,7,, > 0, and

2
sup g(x1, ..., ®q) — a, o(Wy(z{,... ,w;r)-r +by)|” < eam,

g
{ilz:ll,<\/Cdlog(nN), Vi€lq] }

where C' = 3C e and eqyy is some absolute constant.

Ideally, eoyy above is a small constant denoting the approximation error. This assumption can be
verified using various universal approximation results for ReLU networks. For example, when g is
an additive model of P Lipschitz functions, where each function depends only on a k-dimensional
projection of the input, the above holds for every ey > 0 and my = O((P/\/Eam)"), ra =

@((P/‘ /sgNN)(k“)ﬂ), and r,, = 1 (we can always have 7, = 1 by homogeneity) [Bac17].



Empirical Risk Minimization. While Empirical Risk Minimization (ERM) is a standard abstract
learning algorithm to use for generalization analysis, its standard formalizations use risk functions
for scalar-valued predictions. Before introducing the notions of ERM that we employ, we first
state several sequential risk formulations to evaluate a predictor ¢,,.(+; ©) € Farc on i.i.d. training
samples {p(’:)7 y(i)}:-":l, where arc denotes a general architecture. We define the population risk,
averaged empirical risk, and point-wise empirical risk respectively as

N
arc 1 ~ 1 ~
R9(8) = TE | D _(Jaxe(pi ©); - W] = VE[l#acp® — 93], @D
=1
parc n ~ i i)\ 2
n,N(Q) = ﬁ Zi:l Ej\]:l (yarc(p( ); G)j - yg( )) ) (2.2)
parc 1 - ~ i i) \2
Ry (9) = n Z (yarC(p( )3 ®)j<i) - yj(<3)) ) (2.3)
=1

where {;(9}7_, are i.i.d. position indices drawn from Unif([N]).The goal is to minimize the popula-
tion risk R**(®) by minimizing some empirical risk, potentially with weight regularization. We use
three formalizations of learning algorithms to prove our results.

1. Constrained ERM minimizes an empirical risk f%';‘fc subject to the model parameters belonging on
some (e.g., norm-constrained) set @. Concretely, let

O € arg mingceo R2r<(@).

Theorem 3 considers constrained ERM algorithms for bounded-weight transformers with point-

wise risk RT*(@), and Theorem 5 uses R*W (@) for RNNs. Note that upper bounds for training

with point-wise empirical risk 7" readily transfer to training with averaged empirical risk R7"%.
2. Min-norm e-ERM minimizes the norm of the parameters, subject to sufficiently small loss:

0. e arg min [vec(®)],- (2.4)
{©®:R¢(®)—min Rare<e}

Theorem 7 uses min-norm -ERM to place a sample complexity lower bound R%NN(@).
3. Beyond ERM, Theorem 9 also considers stationary points of the averaged or point-wise loss, with

£ regularization. This learning algorithm is presented in greater detail in Definition 8.

If @ is defined by a norm constraint, then min-norm e-ERM with a proper ¢ can be seen as an instance
of constrained ERM. All three formulations are motivated by practical optimization algorithms that
either minimize an explicitly regularized loss, or have an implicit bias towards min-norm solutions.

3 Transformers

A single-layer Transformer is composed of an attention and a parallel feedforward layer. Given a
sequence {z;}¥ , of input embeddings where z; € RP¢ with embedding dimension D, a single
head of attention outputs another sequence of length N in RP<, given by

e(WQZj,,W}(Zj)
Zl]il eWaqzi,Wkzi)

N
T W, Wi, Wy) = Z Wy z;

Jj=1 i€[N]

Where W i, W, Wy, are the key, query, and value projection matrices respectively. The output

of H units of attention can be concatenated to form multi-head attention with output b € R7P<, A
two-layer neural network acts on h to generate the final output sequence via

Soun (h; aonw, W o, bown) = G;E\INU(sznh +bow), Wom € RmXHD€7a2NN7 bowy € R™

Our architectural choices are standard in theoretical studies of Transformers. We provide full details,
including how to obtain input embeddings by positional encoding, in Appendix A.1.



3.1 Learning Guarantees for Multi-Head Transformers

We consider the following parameter class O = {||vec(®)||, < R} and provide a learning guaran-
tee for empirical risk minimizers over Oz, with its proof deferred to Appendix A.2.

Theorem 3. Let © = arg mingcg, . R™(©) and m = mg. Suppose we set H = q and R* =
O(r2/my + myr2 + ¢ /d). Under Assumptions 1, 2 and 3, we have

N - 3 2
R™(©,) Seam+ O (Cl\/mﬂ(d +q9)+¢*+qd )

n

where C, = R?qd, with probability at least 1 — n=¢ for some absolute constant ¢ > 0.
We make the following remarks.

* First, the sample complexity above depends on N only up to log factors. Second, we can remove
the C} factor by performing a clipping operation with a large constant on the Transformer output.
Note that the first and second terms in the RHS above denote the approximation and estimation
errors respectively. Extending the above guarantee to cover m > mgy and H > ¢ is straightforward.

* This bound provides guidance on the relative merits of scaling the parameter complexity of the
feedforward versus the attention layer (which is an active research area related to Transformer
scaling laws [HSSL24, JMB™'24]), by highlighting the trade-off between the two to achieve
minimal generalization error. Concretely, m, > d + q represents a regime where the complexity
is dominated by the feedforward layer learning the downstream task g, while m, < d + g signifies
dominance of the attention layer learning to retrieve the relevant tokens.

Finally, by incorporating additional structure in the ERM Attention Weights

solution, it is possible to obtain improved sample complex-
ities. A close study of the optimization dynamics may reveal
such additional structure in the solution reached by gradient-
based methods, pushing the sample complexity closer to the
information-theoretic limit of £2(¢d). Figure 2 demonstrates
that the attention weights achieved through standard optimiza-
tion of a Transformer match our theoretical constructions —
see Equation (A.2) — even while maintaining separate W g
and W g during training (we use the 1STR setup of Figure 1
with N = 100). We leave the study of optimization dynamics
and the resulting sample complexity for future work.
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Figure 2: Trained attention weights
match our theoretical construction (A.2).
3.2 Limitations of Transformers with Few Heads

We establish the necessity of the linear dependence of H on ¢. In contrast to [AYB24], we do not put
any assumptions on the rank of the key-query projections, i.e. our lower bound applies even when the
key-query projection matrix is full-rank.

Proposition 4. Consider a ¢gSTR, model where y; = ﬁ 23:1 (||:ct” 2 ]E[||:1:t77 H), T; ~
N(0,3;) such that ¥; =1, for i < N/2 and 3; = 0 for i > N/2. Then, there exists a distribution
over (t;);c[n) such that for any choice of @1y (including arbitrary {Wg?(}he[H]), we have

1 N 2 (¢g+d)H
¥ E[ly — gmpOmls] > 1 - 5

Remark. We highlight the importance of the nonlinear dependence of y; on x for the above lower
bound. In particular, for the sparse token averaging task introduced in [SHT23], a single-head
attention layer with a carefully constructed embedding suffices for approximation.

The above proposition implies that given sufficiently large dimensionality d >> ¢, approximation
alone necessitates at least H = (q) heads. In Appendix A.3, we present the proof of Proposition 4,
along with Proposition 21 which establishes an exact lower bound H > ¢ for all d > 1, at the expense
of additional restrictions on the query-key projection matrix.



4 Recurrent Neural Networks

In this section, we first provide positive results for RNNs by proving that they can learn simple-gSTR
with a sample complexity only polylogarithmic in N, thus establishing a separation in their learning
capability from feedforward networks. Next, we turn to general gSTR, where we provide a negative
result on RNNs, proving that to learn such models their sample complexity must scale with N(1)
regardless of model size, making them less statistically efficient than Transformers. Throughout this
section, we focus on bidirectional RNNs, since the gSTR model is not necessarily causal and the
output at position ¢ may depend on future tokens.

4.1 RNNs can learn simple-gSTR

A bidirectional RNN maintains, for each position in the sequence, a forward and a reverse hidden
state, denoted by (h;”) , and (h{ )Y, where h;”, h{~ € R . These hidden states are obtained

by initializing h;” = hy = 04, and recursively applying

h? =1L, (b2, + fi7 (hi21,2:-1:05)), Vie{2,...,N}

K2

hi =1L, (hio, + fi (R0, 2i41;0))), Vie{l,...,N—1},

where II,, : R% — R is the projection II,,h = (1 A r/||h||y)h, and f;” and f; are
implemented by feedforward networks, parameterized by ©;’ and ©; respectively. Recall
z; = (z],enc(i,t;)7) T is the encoding of x;. We remark that while we add II,, for techni-
cal reasons, it resembles layer normalization which ensures stability of the state transitions on very
long inputs; a more involved analysis can replace II,, with standard formulations of layer normal-
ization. Additionally, directly adding h;” ; and h;_ to the output of transition functions represents

residual or skip connections. The output at position ¢ is generated by
Yi = fy(h?a hfa Zi; ®y)a

which is an L,-layer feedforward network. Specifically, we consider an RNN with deep transitions
[PGCB13] and let ;7 (-; ©}) be an Lj,-layer feedforward network (see Appendix B.1 for complete
definitions). We denote the complete output of the RNN via

Y (3 Orn) = (fy(hy', hi,2130,),..., fy(hy by, 2N ©,)) € RY.
We have the following guarantee for RNNs learning simple-gSTR models.

Theorem 5. Let © = argmingcg, Ry (©) (with Opyy defined in Equation (B.2)). Suppose As-
sumptions 1, 2 and 3 hold with the simple-gSTR model, i.e. t; = t for all i € [N] and some t drawn
from [N]%. Then, with Ly, L, = O(1), r,, = ©(\/qd), and proper hyperparameters in Ogyy (see
Appendix B.1), we obtain

9

RRNN(é) < E2NN+ \/pOl}’(d7 q, mgarayrwﬂgi\l}\hlog(nN))
~ n

with probability at least 1 — n™¢ for some absolute constant ¢ > Q.

As desired, the above sample complexity depends on N only up to polylogarithmic factors. The
dimension and norm of RNN weights, implicit in the formulation above, must have a similar
polynomial scaling as evident by the proof of the above theorem in Appendix B.

4.2 RNNs cannot learn general ¢STR
For our lower bound, we will consider a broad class of recurrent networks, without restricting to a
specific form of parametrization. Specifically, we consider bidirectional RNNs chracterized by
hii, =proj,, (fi (k7 @i, t;,4)), Vie{l,...,N—-1}
h;_, = proj,, (fi (ki ,xit;,4)), Vie{2,...,N}
where f, : Ré x R x R? x [N]9H 5 R, f;7, 7 1 R x R4 x [N]9T! 5 R4 U7 U €
R *dn_q, is the width of the model, and 7, > 0 is some constant. Moreover, proj,, : R4 — R~



is any mapping that guarantees Hpro 3 () H2 < rp,. As mentioned before, this operation mirrors the
layer normalization to ensure that h; remains stable. Further, we assume f, (-, z,t) is £/rj,-Lipschitz
for all z € R? and ¢ € [N]?. This formulation covers different variants of (bidirectional) RNNs used
in practice such as LSTM and GRU, and includes the RNN formulation of Section 4.1 as a special
case. Define U := (U, U*") € R%*2dn for conciseness. Note that in practice f,, f;”, fi~ are
determined by additional parameters. However, the only weight that we explicitly denote in this
formulation is U, since our lower bound will directly involve this projection, and we keep the rest of
the parameters implicit for our representational lower bound.

Our technique for proving the RNN lower bound differs significantly from that of FFNs. In particular,
we will control the representation cost of the gSTR model, i.e., a lower bound on the norm of @gyy.

We will now present the RNN lower bound, with its proof deferred to Appendix B.5.
Proposition 6. Consider the 1STR model where x ~ N(0,1ng) with a linear link function, i.e.

Y = <u, mtj>f0r some u € S?1. Further, t; is drawn independently from the rest of the prompt
and uniformly from [N for all i € [N]. Then, there exists an absolute constant ¢ > 0, such that

1 N 2

S E[ly = da(P)IP] < .
implies

dp > Q

N 9 N
. and US> Q( ——>nx-——).
(1og(1+22||U§p)> 101, (2210g(1+dh))

Remark. Note that the unboundedness of Gaussian random variables is not an issue for approxi-
mation here, since (g(x1), ..., g(xx)) is highly concentrated around SV ~1(1/N). In fact, one can

directly assume (g(x1),...,g(xy)) ~ Unif(S¥~1(v/N)) and derive a similar lower bound. The
choice of Gaussian above is only made to simplify the presentation of the proof.

The above proposition has two implications. First, it has a computational consequence, implying
that any RNN representing the ¢STR models requires a width that grows at least linearly with the
context-length V. A similar lower bound in terms of bit complexity was derived in [SHT23] using
different tools. More importantly, the norm lower bound ||U || > Q(v/N) has a generalization
consequence, which we discuss below.

To translate the above representational cost result to a sample complexity lower bound, we now
introduce the parametrization of the output function f,,. The exact parametrization of the transition
functions will be unimportant, and we will use the notation f;” (h,x,t; ©;) to denote a general
parameterized function (similarly with f*7). We will assume f,, is given by a feedforward network,

fyUTh7 U R, 2,8,0,) =W o(...0(Wao(Uh+ W,z +b,)+bs)...),

where h = (h”,h") € R?¥, 2 = (x;, fp(t;,i)) € R¥TE. Here, fr(t;,i) is an arbitrary
encoding function with arbitrary dimension dg. Then ®, = (U,W,,b,, W3, bs,..., W ),
and Opyy = (U,0,,0,7,0;"). Note that thanks to the homogeneity of ReLU, we can always
reparameterize the network by taking h = h/ry, W, = W, /ry, by = b, /r, and Wy = Wy /ry,
without changing the prediction function. Thus, in the following, we take r;, = 1 without losing the
expressive power of the network. We then have the following sample complexity lower bound.
Theorem 7. Consider the 1STR model of Proposition 6. Suppose the size of the hidden state, the
depth of the prediction function, and the weight norm respectively satisfy dj, < e™*, 2 < L, <C,
and |[vec(®mm) ||, < eN"/Lv for some absolute constants ¢ < 1 and C > 2, and recall we set ), = 1
due to homogeneity of the network. Let @ be the min-norm e-ERM of R™Y, defined in (2.4). Then,
there exist absolute constants ¢y, ca, c3 > 0 such that if n < O(N), for any € > 0, with probability
at least co over the training set,

1

1g [

N

. 2
U (D5 @n,s) - yHJ > c3.

Remark. It is possible to remove the subexponential bound on ||vec(®xyy)|| by allowing the learner

to search over families of RNNs with arbitrary dj, < e rather than fixing a single dj,. Additionally,
one would avoid solutions that violate this norm constraint in practice due to numerical instability.



To prove the above theorem, we use the fact that an RNN that generalizes on the entire data distribution
(hence approximates the 1STR model) requires a weight norm that scales with v/ N, while overfitting
on the n samples in the training set with zero empirical risk is possible with a poly(n) weight norm.
As aresult, as long as n < N for some small constant ¢; > 0, min-norm e-ERM will choose
models that overfit rather than generalize. A similar approach was taken in [POW24] to prove
sample complexity separations between two and three-layer feedforward networks. The complete
proof is presented in Appendix B.6.

5 Feedforward Neural Networks (FFNs)

In this section, we consider a general formulation of a feedforward network. Our only requirement
will be that the first layer performs a fully-connected projection. The subsequent layers of the network
can be arbitrarily implemented, e.g. using attention blocks or convolution filters. Specifically, the
FFN implements the mapping p— f(T,Wx) where W ¢ R™1*Nd jg the weight matrix in the first

layer,x = (z{,...,z)\)" € RV and f : [N ] x R™ — RY implements the rest of the network.
Unlike the Transformer archrtecture here we give the network full information of T' = (t1,...,tN),
and in particular the network can implement arbitrary encodings of the position variables ¢4, ..., tx.

This formulation covers usual approaches where encodings of ¢ are added to or concatenated with .

For our negative result on feedforward networks, we can further restrict the class of ¢gSTR models,

and only look at simple-gSTR where Rn of (2.3) and f{n, ~ of (2.2) will be equivalent. Additionally,
the lower bound of this section holds regardless of the loss function used for training; for some
arbitrary loss £ : R x R — R, we define the empirical risk of the FFN as

1 ¢ i i i
ﬁFFN(f’ :WZZ () (),W:B())j),

where T = (tgi), .. ,tg\i,)). We still use RFFY(f, W) for expected squared loss. Our lower bound
covers a broad set of algorithms, characterized by the following definition.

Definition 8. Letr Agp denote the set of algorithms that return a stationary point of the regularized
empirical risk. Specifically, for every A € Asp, A(Sy) returns fa(s, ), W a(s,,), such that

Vw L (facs.) Wags,)) + AW acs,) =0,

for some A\ > 0 depending on A. S,, above denotes the training set. Let Agrn denote the set of
algorithms that return the min-norm approximate ERM. Specifically, every A € Agr\ returns

A(Sy) = arg min W s
{£, WL (f,W)<e}

for some € > 0. Define A .= Asp U Agrum.

In particular, A goes beyond constrained ERM in that it also includes the (ideal) output of first-order
optimization algorithms with weight decay, or ERM with additional /5 penalty on the weights. The
following minimax lower bound shows that all algorithms in class .4 fail to learn even the subset of
simple-¢gSTR models with a sample complexity sublinear in N.

Theorem 9. Suppose € ~ N(0,Inq), and consider the simple-1STR model with t;1 = t1 for
all i € [N], where t1 is drawn independently and uniformly in [N), and a linear link function, i.e.
y = (u,xy,) for some u € ST, Let A be the class of algorithms in Definition 8. Then,

f RFFN W i
/{n S‘S{? 1 (facs.)»Waes,) 2 Nd’

with probability 1 over the training set S,,.
Remark. The above lower bound implies that learning the simple 1STR model with FFNs requires
at least Nd samples. Note that here we do not have any assumption on my1, i.e. the network can have

infinite width. This is a crucial difference with the lower bounds in [SHT23, WWHL24] which are
computational, i.e., a similar model cannot be learned unless m; > Nd.



The main intuition is that from the stationarity property of Definition 8, the rows of the trained W
will always be in the span of the training data «(*) for i € [n]. This is an n-dimensional subspace,
and the best predictor that only depends on this subspace still has a loss determined by the variance of
y conditioned on this subspace. By randomizing the target direction w, the label y can depend on all
Nd target directions. As a result, as long as n < Nd, this variance will be bounded away from zero,
leading to the failure of FFNs, even with infinite compute/width. See Appendix D for detailed proof.

6 Conclusion

In this paper, we established a sample complexity separation between Transformers and baseline
architectures, namely feedforward and recurrent networks, for learning sequence-to-sequence models
where the output at each position depends on a sparse subset of input tokens described in the input
itself, coined the ¢gSTR model. We proved that Transformers can learn such a model with sample
complexity almost independent of the length of the input sequence N, while feedforward and recurrent
networks have sample complexity lower bounds of N and N*(!)  respectively. Further, we established
a separation between FFNs and RNNs by proving that recurrent networks can learn the subset of
simple-¢STR models where the output at all positions is identical, whereas feedforward networks
require at least N samples. An important direction for future work is to develop an understanding of
the optimization dynamics of Transformers to learn gSTR models, and to study sample complexity
separations that highlight the role of depth in Transformers.
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A Details of Section 3

Here we present the omitted details and proofs of Section 3. We begin by presenting the architectural
details before proving sample complexity upper bounds for Transformers.

A.1 Transformer Architectural Definition

We formally introduce the single-layer [ -headed Transformer that appears in all Section 3 proofs.

Positional encoding. To break the permutation equivaraince of Transformers, we append positional
information to the input tokens. Given a prompt p, we consider an encoding given by

- x TN Dex N
Z(p) - (enc(17t1) Ce enC(N, tN)) €R ’

where enc : [N] x [N]? — R provides the encoding of the position and of ¢;, and D, := d + depe.
We use z; to refer to the ith column above. We remark that allowing enc to take ¢; as input allows
specific encodings of the indices ¢; that take advantage of the ¢STR structure; examples of this have
been considered in prior works [WWHL24]. In practice, we expect such useful encodings to be
learned automatically by previous layers in the Transformer. We remark that for a fair comparison,
in our lower bounds for other architectures we allow arbztrary processing of t; in their encoding
procedure. To specify enc, we use a set of vectors {w;}Y, in R% that satisfy the following property.

Assumption 3. We have |(w;, w;)| < L forall i # j, and |will® = 1 for all i, with d, = ©(log N).
Such a set of vectors can be obtained e.g., by sampling random Rademacher vectors from the unit
cube {£1/+/d.}? which will satisfy the assumption with high probability. We define

enc(i, t;) = \/d/q(w;, wi,y, .- ,wtiq)T € RlgtDde

hence dene = (¢ + 1)d. and D, = d + (¢ + 1)d.. The /d/q prefactor ensures that ; and enc(i, ¢;)
will roughly have the same ¢5 norm, resulting in a balanced input to the attention layer.

Multi-head attention. Given a sequence {z;}Y, where z; € RP¢ with D, as the embedding
dimension, a single head of attention outputs another sequence of length IV in RP<, given by
WQ zZ; ,W KZj j )

2(D;Wo, Wi, W w
fAtt (p Q K V Z VZJZ e(Win7WKZl>
Jj=1 I= i€[N]

Where W i, W o, W are the key, query, and value projection matrices respectively. We can sim-
plify the presentation by replacing WgW x With a single parameterizing matrix for query-key pro-
jections denoted by Wqk € RPexDe and absorbing Wy into the weights of the feedforward layer.
This provides us with a simplified parameterization of attention, which we denote by faren(P; Wqk)-
This simplification is standard in theoretical works (see e.g. [LIPO23, ACDS23, ZFB24, WWHL24]).
Our main separation results still apply when maintaining separate trainable projections.

We can concatenate the output of H attention heads with separate key-query projection matrices
to obtain a multi-head attention layer with H heads. We denote the output of head h € [H| with

faren(P; ng})() The output of the multi-head attention at position ¢ is then given by

H 1 H
LA @ W Sk . WER) = (fasea @ WEX)is -, fasen(0; WOR)) T € RITP,
We will denote by Oqx = (W&){, e W(QIQ) the parameters of the multi-head attention.
Finally, a two-layer neural network acts on the output of the attention to generate labels. Given input
h € R P<_ the output of the network is given by

Jow (P; acn, Wony, bowy) = a’;\mU(W2NNh + boww),
where W oy € R™*HDe are the first layer weights, boyy, aony € R™ are the second layer weights
and biases, and m is the width. We also use the summarized notation @y = (aony, Wony, ban) to
refer to the feedforward layer weights. The prediction of the transformer at position ¢ is given by

. H

I (P O)i = fom (fien(P; Oqx)i; Oam),
where O = (Oqx, Oony) denotes the overall trainable parameters of the Transformer. We use the
notation g (P; Om) = (Yrr(P; Omm)1, - - -, Jra(P; Omm)n) T € RY to denote the vectorized output.
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A.2 Proof of Theorem 3

To prove Theorem 3, we will prove the more general theorem below.

Theorem 10. Ler © = arg mingcg,, R (O), where

QTR = {HGQNN“Q S 7Aa/\/’rT/La ||(W2NN7b2NN)HF S T’w\/ﬁa

(h)H <
Wak|,, <o vhe [H]}.

Suppose H = ¢, m = my, and o = ©(1) (given in Lemma 11). Then, under Assumptions 1, 2 and 3,
with probability at least 1 — n™° for some absolute constant ¢ > 0, we have

~ ~ 690202 42 2 2
RTR(@> S O(SQNN)+O<Cl\/(mQQ(d+Q)+rzT::an /\Q(q +d )))7 (A])

2

where Cy = qrr2r2.

We begin with a lemma establishing the capability of Transformers in approximating ¢gSTR models.

Lemma 11. Suppose Assumption 2 holds. Let v, = +/3Cyedlog(nN). Assume H = q and
mg = m. Then, there exists Oy such that

sup ’g(wm s @y, ) — U(D; ®TR)i’ < 2/eamn,
{llz;ll,<rs, ViE[N]}

and
Tq O 2d.q 2rorwTe N /q
<2 Wom, b < w, ||[W < 1 )
Joanly < o IV am bowle < Vi, [ Wi < 25 on(Fer
forallh € [H).

Proof. In our construction, the goal of attention head h at position 7 will be to output z;,, . Namely,
we want to achieve

h
fAttn(p§ WSQI)()Z ~ 2t
Note that to do so, for each key token z;, we only need to compute (w;,,,w;). Therefore, most

entries in Wg?( can be zero. We only require a block of d. X d., which corresponds to comparing
w; and wy,, when comparing query z; and key z;. Thus, we let

" O(d+hdyxd  O(d+nd)xd.  O(d+nd.)xqd.
Wok = 04, xd aly, 04, x qd. (A.2)
Og—nyd.xa  O(g—nydexd.  O(q—h)de xqd.

Then, we have <zi, Wg?(zj> = afwy,, , w;)d/q. We can then verify that

| A aeon(ms W) — Az, )

LS O V(| Az + Az,
J#tin

for every matrix A. We will specifically choose A to be the projection onto the first d coordinates in
the following. Hence, o will control the error in the softmax attention approximating a “hard-max”
attention that would exactly choose z:,, .

To construct the weights of the feedforward layer aow, W onx, bony, We let aowy = a4 and boyy = by
from Assumption 2, and define W oy by extending W, with zero entries such that

Zti Lty
WQNN “ee == Wg PPN .
Ztiq a:tiq

Then ||W omy||p = ||W || Notice that - — a " o(W () + b) is rqry, Lipschitz. As a result, for any
x with ||z| < r, we have

\g(wtm s Try,) — Yma(p; eTR)i| < Ve + Eattn,
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where we recall

|g(wt“, e ,mtm) - f2NN((Zt,;1, ceey Zt,;q); aoy, W, b2NN)| < V€,

and

szN((ztm Sy ztiq)Q ®2NN) f2NN(fAttn(p7 @QK) ®2NN)

q
S Talw Z

< 2rarwrxN\/§e_o‘d/ 2‘1)7

EAttn =

2

‘AfAttn pa ) Azt

where we recall Az; = x;. Thus, with

a = 2qlog(2r,rwTe Nv/q/\/Eam)/d

we can guarantee the distance is at most 2, /oyy. O]

Before proceeding to obtain statistical guarantees, we will show that we can consider the encodings

2" to be bounded with high probability. This will be a useful event to consider throughout the proofs
of various sections.

Lemma 12. Suppose {p(i)}?:1 are n input prompts (not necessarily independent) drawn from the
input distribution, with tokens denoted by {(my))
have

1 }i_1. Under Assumption 1, for any r,, > 0 we
P max H;}c(l) H >re | < nNe_Ti/(ZCmed).
ieln],je[nN)Il 7 ll2 = <

In particular, for r, = 1/3C edlog(nN) we have

1
P H (@) L2 ) Sy
(zG[n]jE[N =" ) — VaN

Proof. Via Markov’s inequality, for any p > 0 and r, > 0, we have

OIP i) ||P
. E[maxivj ‘mg ) i| E[Zi,j .’B§ ) :| Nn(C'wpd)P/2
P(ma,x =7)|, = m) < p— < S o
15 9 rh T Tz

Let p = r2/(Cyed). Then,

P <max

0

which proves the first statement, and the second statement follows by plugging in the specific value
of rz. O]

We are now ready to move to the generalization analysis of Transformers. First, we have to formally
define the prediction function class of Transformers with a notation suitable for this section. We
begin by defining the function class of attention. We have

. H
Fatta = {P,J f;ttr{(p; (")QK)J' :Oqk € QQK}’
where we will later specify Oqk. Additionally, we define Fouy by
Fony = {h = f2NN(h§ ®2NN) : O € @ZNN}a

where Ooyy = (a@onn, Wamn, bony), and we will later specify Ooyy. Then the class Frg can be defined
as

Fm=1{p,j— f2NN(fAttn(p)j) ¢ faten € Facen, fon € Foun}-
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Recall we use the S, to denote the training set. To avoid extra indices, we will use the notation

p,j € S, to go over {p(i) 57 (i)}?zl. We can then define the following distances on the introduced
function classes

de(f, f') = sup|f(p); — f'(p)jl, V. f € Fm
D.J
dE(f, ) = supl| f(p); — ' (P)jlly, VS, f € Favem
D,J
digN(ﬂf/) = sup [fC) =)L V€ Fow
H‘Hzé\/ﬁrz

We choose the radius v Hr, for defining dgﬁN since on the event of Lemma 12, this will be the norm
bound on the output of the attention layer at every position.

Recall that for a distance d, and a set F, an e-covering F is a set such that for every f € F, there
exists f € F such that d(f, f) < e. The e-covering number of F, denoted by C(F, dw, €), is the

number of elements of the smallest such . The following lemma relates the covering number of Frg
to those of Fytin and Foyy.

Lemma 13. Suppose fow is Ly Lipschitz for every foxw € Fonn. Then, for any exy, €aten > 0, on
the event of Lemma 12 we have

log C(]:TRa dii, €ony + LfEAttn) <logC (}-zmxh diﬂ’“, €2NN) +logC (-FAttna d‘éZt“, EAttn) .
Proof. The proof simply follows from the triangle inequality, namely

sup fr(p; ®TR)j - fTR(P; (':)TR)j

<  sup ‘f2NN(h9@NN)_fQNN(h;é)NN)Hz

PsJ IRl <VHr.
H H A
+ Ly sup fA(ttI)1(p; Oqk); — fA(ttr)1(p; G)QK)]'Hz'
p.j
O
We have the following estimate for the covering number of Foyy.
Lemma 14. Suppose ||vec(®rw)||y, < R and Hzgl)H < Rforalli € [n] and j € [N]. Then,
2
log C(Fam, d%", €) < mgHD,log(1 + poly(R)/e).
This is a special case of Lemma 30, proved in Appendix B.
For the next step, define the distance
T T
A (Oqk, Oqk) = S;lg)HeQsz - ®/QszH2
on Ok, where we recall Oqx = (WSI)(, e Wg?) € RP<xHDe The following lemma relates

the covering number of the multi-head attention layer to the matrix covering number of the class of
attention parameters.

Lemma 15. Suppose Hzgi)

<r,foralli € [n|and j € [N]. Then,
2

log C(Fastn, A5 €) < logC (@QK, dK, 2;) .
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Proof. We recall that Z € RV *P< denotes the encoded prompt, and softmax is applied row-wise.

. 2
For conciseness, Let A = sup,, j‘ fﬁgg(p; Oqk);j — fﬁgi(p; Oqk); H . Then we have
’ 2

2
A= sup E fAttn(paw( k)i — Jacea(Ds WQK) H
P,JjESn he[H)

= sup Z softmax (ijWgI)(ZT)Zfsoftmax( W ZT ZH
PISSn helm]

2 . 2
< sup Z ZTH2 OOHsoftmaux(ijWg[){ZT)T - softmax(ijWg?{ZT)T‘ X

where we used Lemma 39 for the last inequality. Moreover, by [EGKZ22, Corollary A.7],

. h
Hsoftmax (ijWSI)(ZT)T — softmax (ijW ZT H < QHZW QKZj — JALS )gK z;

T (h) (h)
<ol Wi - ges,
Consequently,
2
T h
A< 4r3 sup HW&){ j— W( )gK J
P,jESn hE[H] 2
2
= 4TZ sup HGng‘j @QKZJ’ ,
P.jESH 2
which completes the proof. O

Further, we have the following covering number estimate for Oqx.

Lemma 16. Suppose Oqx = {[Oqxkll,; < R21, [[Oqkll; <
i € [n] and j € [N]. Then,

2R2 log(2HD? 9
1ogc(@QK,dgoK,e)§min<rz 2,1 108 )HD21og (1+ RFTZ)

) ) < r, for all

€2

Proof. The first estimate comes from Maurey’s sparsification lemma [BFT17, Lemma 3.2], while the
second estimate is based on the inequality

)

AT R
Hengj - GQKZju2 <7.||®qk — QQK‘

and covering ©qk with the Frobenius norm, see e.g. Lemma 41. O

Finally, we obtain the following covering number for Frg.

(W, bow)||[p < R ,w, and HW(C?I)(H < rok

Proposition 17. Suppose ||axx|l, < Tm.a

for all h € [H|. Further assume H §
max(Tm,ay Rmw,72). Then,
log C(Frr, dr,€) SmgHD. log(l + R/e)
RZ, H*rg log(HD?)
. z m a QK e
+ m1n< 2

, < r, forall i € [n] and j € [N]. LetR =

HD?log (1 | VHIQKrE ma R )) .

€

Proof. The proof follows from a number of observations. First, given the parameterization in
the statement of the proposition, we have Ly = ry,, (R, ., in Lemma 13. Moreover, we have
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Rr < VH rqk and R 1 < Hrqk in Lemma 16. The rest follows from combining the statements of
the previous lemmas. O

Next, we will use the covering number bound to provide a bound for Rademacher complexity. Recall
that for a class of loss functions £, the empirical and population Rademacher complexities are defined
as

R, (L) =

sup - Z’f 1D,y <z>)] R (L) = Ep g | Fn(L)]

tec M
respectively, where (;) are 1.1.d. Rademacher random variables. Let the class of loss functions be

defined by
Lr={(p.y.) = (fm(p); —y)* AT : frm € Fra}, (A-3)

for some constant 7 > 0 to be fixed later. We then have the following bound on Rademacher
complexity.

Lemma 18. Suppose max;c(n), je[N] Hzg-i) H < r,. For the loss class L, given by (A.3), we have
2

$i.(C) < @<T C+<CAC>>

n

where Cy = mgHD,, Cy = 7S R?, HQT?QK, and C3 = HD?.

7(1

Proof. Let C(L,d% ) denote the e-covering number of £, where {(p,y,7) = (f(p); — ;)2 AT

700?

and ' (p,y,j) = —y;)% A 7. Then, for any o > 0, by a standard chaining argument,
log C( L:, logC(L,d,, €)

/ \/1ogc ,dzzye/@ﬁ»

ne?

C1 log Rﬁ/e)d6+ {/T e log(HDg)de} A {/T \/03 log(1 +C’4\ﬁ/e)d€}

~ n

<o+ \/7'201 logéR\ﬁ/Oé) + { Wlog(;>} A {\/7—2(]3 log(1 + Cy\/7T /) }’

where (Ci);?’:l are given in the statement of the lemma and Cy = VH TQKri’rm}aRm,w. Choosing
a = 1/4/n completes the proof. O

Using standard symmetrization techniques, the above immediately yields a high probability upper
bound for the expected truncated loss of any estimator in Ory.

Corollary 19. Let © = arg mingcg,, R™(©), where O is described in Proposition 17. Define

n

r, = \/r2 4+ d(1 4+ 1/q) where r, is defined in Lemma 12. Let Cy, Cs, and C5 be defined as in
Lemma 18. Then, with probability at least 1 — § — (n]\f)’l/2 over S,,, we have

RTR(é) 7RTR(®) < @(T WQAC?J) +O(7— 10g(1/5)>’

where RENN((:)) =Epjy [(?JTR(P? é)] —yj)* A 7’}

Proof. The proof is a standard consequence of Rademacher-based generalization bounds, with the
additional observation that

1, N A i - A
n Z (yTR(p(Z)§ @))jm - y§(2))2 AT < R};R(Q)
=1
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The last step in the proof of the generalization bound is to bound R™(©) with R™(®©). This is
achieved by the following lemma.
Lemma 20. Define r? = Hr?n’aR,Qn’wr?. Then, under Assumption 1, for 7 < k% log(k*N/n) +
log(k2y/n)*, we have
A A 1
R™(©) - R™*(©) < —

Proof. For conciseness, define A, =

im(p; ©) =Y ’ By the Cuachy-Schwartz inequality, we

have
R™(©) =E[AZ1[A, < V7]] +E[AZL[A, > V7]
< R™(©) +E[AY]?P(A, > v7) '
Moreover,
E[AY)? <2E[y1]"* + 2E[g(p; (2));%]1/2.

1/2

By Assumption 1, we have E [yﬂ < 1. Additionally, note that

‘Q(P; @)j‘ < llazwly (VW 2| lfg%”z”b + [1ba]l )
S \/Erm,aRm,w(]- + maX||Z[||2).
le[N]

To bound max;eny||2i]|,, We use the subGaussianity of ||a;||, characterized in Assumption 1.
Specifically, for all r > 1

1r N 1r
E N <E ol <E 3
ol < B mley| < L:lelwzz ]
1/r
< NYPE[|ja1 3]
SNYTCld?
< (Cadlog(N))?,
where the last inequality follows from choosing r = log N. As a result,
. 11/2
E[§(p;©)] S Hr2 B2 ,r2log(N)? = k?log(N)™.

We now turn to bounding the probability. We have
T oA T
P8, 2 v) <Pl = 5 ) +(fiw0),| = )

<on-816) ¥ (g )

m,a” 'm,w’ z

where the second inequality follows from sub-Weibull concentration bounds for ¥ and Lemma 12.
Choosing 7 = O(x? log(k*N+/n) + log(k?y/n)*) completes the proof. O

Proof of Theorem 10. The theorem follows immediately from the approximation guarantee of
Lemma 11, the generalization bound of Corollary 19, and the truncation control of Lemma 20. [

A.3 Details on Limitations of Transformers with Few Heads
While Proposition 4 is only meaningful in the setting of d = €Q(g), the following proposition provides

an exact lower bound H > ¢ on the number of heads for all d, at the expense of additional restrictions
on the attention matrix.
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Proposition 21. Consider the gSTR data model. Suppose d = 1 and y; = % Z‘;—:l (xf] - E[:C%J])

Assume x; ~ N(0,0?) independently, such that o; = 1 fori < N/2 and o; = 0 fori > N/2.
Further, assume the attention weights between the data and positional encoding parts of the tokens

(h)
are fixed at zero, i.e. WSLI)( = (0 Wa Od;}é/‘fal))dc) where ng) € R4 and W‘(f) €
(qul)deXd w

R(e+Ddex(a+1)de gre the attention parameters, for i € [H|. Then, there exists a distribution over
(ti)ie[n) such that for any choice of O, we have

1 R 9 H
NE[H?J — Y (p; GTR)||2:| >1- ;

Note that in our approximation constructions for learning ¢gSTR, we always fixed the attention
weights between data and positional components to be zero, which is why we assume the same in
Proposition 21.

Proof of Proposition 21. We will simply choose t; = (1,.. ., q) deterministically for i > & 5 and
draw t; from an arbitrary distribution for ¢ < N/2. Note that we have

R™ (Om) = ZE — Yr(P; O1m)i) > ~ Z E — Y18(P; O1m)i) ]
i=N/2

Let ¢ : RP< — R denote the mapping by the feedforward layer. Fix some i > N/2. Note that
Yr(P; Omm)i = ¢( Attn(p7 Oqk)i)

:(/)(Zag)zj,...,z%(-f)z
J=1 J=1
q
:é(zag;)xj,.. Za Zj, le q+1)
j=1

for some real-valued function ¢, where

e<zi,ngI)<zj>

(h)

il (W)

(h) _
@

are the attention scores. Let A) € R¥*4 be the matrix such that Ag:j) = aijh). Let ¢4 =
(w1,...,74)" € RY. Then,

N

RT (Or) Z Z [( (A( )xl ‘g (zz)z q+1))2}
> A}qi:QE[Var(mhqn? | vwwl;q)} (A4)

W )

(o'

ey i

where V(¥ € RF* is a matrix whose rows form an orthonormal basis of span(a
(h) _ = (a (h) (h))

where o 10 Qg € RY (note that V") may have fewer than H rows, we consider

the worst -case for the lower bound which is having H rows). The second inequality follows from the
fact that z; is independent of @1., for [ > ¢ + 1, and the fact that best predictor of y; (in Lo error)

given A(i):vl:q isE [yl | V(i):cl;q].

Next, thanks to the structural property of ng})q in the assumption of the proposition and the fact that
z; =0 for.z > N/2, 041(»]») does not depend on (7),¢[q forall h € [H],i > N/2,and j € [q]. Asa
result, v ig independent of x.,. Therefore,

' ) Ty G AT
Z1q| VOm1y ~ NV VO, T, - VO V),
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By Lemma 40, we have Var(||@1.||* | VV@1.,) = 2(¢ — H), which combined with (A.4) completes
the proof. O

We now present the similarly structured proof of Proposition 4.

Proof of Proposition 4. The choice of distribution over (%;);> /2 is similar to the one presented

above, i.e. we lett; = (1, ..., q) deterministically for i > % However, for i < %, we draw t; such
that they are independent from x. Once again, we use the fact that
X
R™(Or) > N _;/21[*:[(% — (s ®TR)i)2]~

Recall z; = (z; ,enc(i,t;) 7). Fix some i > N/2, and define

&(h) o 6<enc(i7ti)7WgI’<e’w>:cj>+<enc(i7ti),W$}’:’e> enc(j7tj)>
ij ’

where we use the notation

(h,z,z) (h,z,e)
win _ [Wax™ Wak
QK —

h,e,x h,e,e
Wi wi
for the query-key matrix of each head. Recall that &; = 0 for ¢ < N/2, thus the attention weights are
given by
&

(hy _ _ %5
o =
1] )
21:1 @4
Recall from the proof of Proposition 21 that we denote the feedforward layer by ¢ : R7P- — R.
With this notation, we have

N
e (P; Omm); Za ZJ""’ZO‘E;{)

:(ZB(ZO%(';):BJ’V- ZO‘ xj, (& E;L))Z 1;J 1Nv(z7)£vl+1)

Therefore, using the fact that z; and a( )

1 - (& 1 h=
R™(Om) = N Z E yi_(b(zaz(j)wj’“ Za z;, (& 1] = f}] (=) l+1)
. =

are independent of x1.4 for j > [ + 1, we have

h=H,r=d

1 [ 2 h,T‘ 4 ~(h h:H, -
2 Ngqd Z E _Var<w11q” ‘ (<a§ )7$1:q>)h:1’T:1 7(0‘@(‘3‘))}1:17]?:1(1
1 9 (hor) h=H,r=d ) Hyq
qu Z E -Var(xllqn ‘ (<a1, ’wl:q>)h:17r:1 5 (<’ww ,.’El:q>>h:17j:1

1 ‘
- m Z E Var(lezquz | V(l)wl’q)}’

v

where az(-h’r) € R9% such that

h .
(a(_h,r)) - agj )7 ifl=r
v 0, if 1,
which yields < (h,r) :cl:q> = Z;I,:l ozl(;l)xj,, and w(h) R99 such that

h,e,x . . .
(w(h))sl _ (WEQK )" enc(i,t;)),, if s =
0 if s # 7,

(2%
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T )
which yields <wl(7hj),a:1:q> = <W(h’e’g”) enc(i,ti),mj>. Finally, V' is a matrix whose rows
form an orthonormal basis of span ((a§h’”) Ziizda ( E};) ) Zii];q

H(d + gq) rows. Recall that

). Namely, V() has at most

0T

L1:q | V(i)mliq ~ N(V(i)TV(i)mlzqa qu - V( V(Z))

Once again, by Lemma 40, we conclude that var(||1.,]|> | VP @1.,) > 2(gd — H(q + d)), which
completes the proof. O

B Details and Proofs of Section 4

Before presenting the proofs, we state the omitted setup and parameterization of the network in the
next section.

B.1 Complete Setup of RNNs

When introducing RNNs in Section 4, we used Lj-layer deep feedforward networks to implement
the transitions f;”(-;©;”) and f5 (-; ©},). These transitions are given by

O =W o(WL ..o W oW () +b7)+by)...+bp 1), (B.1)

with @," = (W', by",..., W, _,,by, ;,W ) and asimilar equation for < (-; @;). Recall
that the output of the RNN is denoted by

Y (03 Orin) = (fy (R hY ,21:0,), ..., fy(hy ., hY,z2n;©,)) € RY.
We now define the constraint set of this architecture. Let

O = {© : [vec(®) ], < R [WL, |, Wi, < o |

WE, Hop T HW<1_,hHop S aN}’

(B.2)
where W1—,>h contains the first dj, columns of W, and the conditions above are introduced to ensure
fi7 and f; are at most a-Lipschitz with respect to the hidden state input. One way to meet this
requirement is to multiply W7, by a factor of an / HlL:"Q IW” ||, in the forward pass. Without this
Lipschitzness constraint, current techniques for proving uniform RNN generalization bounds will
suffer from a sample complexity linear in N, see e.g. [CLZ20].

lop-

For Theorem 5 we only require ay < N 1. In particular, we can choose a = 0 and fix th =
th = 0, which would simplify the parameterization of the network. Namely, in our construction
f~ and < do not need to depend on h™ and A~ respectively.

B.2 Overview of the Proof of Theorem 5

The following is the roadmap we will take for the proof of Section 4.1. The goal here is to implement
a bi-directional RNN in such a way that

h

~ ($t1]].[t1 < Z}, e ,wtql[tq < Z]),
and
hi ~ (z, 1]ty > i),..., @, 1]ty > 1]).
Throughout this section, we will use the notation
U(x,t,i) = (' 1ty =i],...,z 1[t, =1]) .
We can obtain the hidden states above through the following updates
;‘;1 = h’f + \Ij(mi7wt7wi)7

and
hi_y =h +¥(z;,ws,w;).
where
zio((w;,wy,) —0)
1-9

U (zy, w, wi), = =x;1[t; =1i], VIeE]q]
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where we recall w; = (wy,,...,w;,), and o is ReLU. As a result, our network must approximate
f}?(hfa T, W, Wi, 9}?) = f}?(hfa Ti, W, Wi, ®h<_) ~ \I/(QE“ Wi, wz)
A core challenge in this approximation is that if we simply control
‘|f’?(h?azla®:) _\I’(m%wbwi)HQ S€7 (B3)

this error will propoagte through the forward pass, and we will have

i—1
h;” — Z\Il(x],wt,w]) < Ne
j=1 )
As a result, we would like an implementation that satisfies the following

0 t£i

|7 (R 2 ©07 ) — U@y, we,w;)ily < {5 f =i (B.4)

Note that )
hi = fi (b}, 2;:0)).
j=1

Since for each [ € [g], t; = j is possible for at most one j € [NV], (B.4) implies
i—1
h‘z_> _Z\I/(wj7wt7wj) < \/aea
j=1 )
for all ¢ € [N], hence, we can avoid dependence on V.
We can implmenet f;” to satisfy (B.3) with a depth three network, where the first two layers imple-
ments <w¢, wtj> (as a sum of Lipschitz 2-dimensional functions, an example of their approximation
is given by [Bac17, Proposition 6]), and the third performs coordinate-wise product between x; and
o({w;, we, ) — 1/2) (which for each coordinate is a Lipschitz two-dimensional function). To ensure
fi7 satisfies (B.4), we can pass the outputs to a fourth layer which rectifies its input near zero to be
exactly zero using ReLU activations.
To generate y; from h;” and h; , we first calculate
hi = fun(h;” by i, wi, we)
~h” +hT + U(x;,we,w;)
N (Xty, s Tty )
Finally, y; can be generated from h; by applying the two-layer neural network from Assumption 2
that approximates y; = g(x¢).

Note that the construction above has a complexity poly(d, ¢, log(nN)) (both in terms of number and
weight of parameters), only depending on N up to log factors. As a result, by a simple parameter-
counting approach, the sample complexity of regularized ERM would also be (almost) independent
of N. We also simply use the encoding

_ T
Zi = (mivwithﬂv s 7wtiq) )

for the RNN positive result. The scaling difference with the encoding for Transofrmers is only made
to simplify the exposition, as we no longer keep explicit dependence on d and q.

B.3 Approximations

As explained above, to implement f;” we first construct a depth three neural network (with two
layers of non-linearity) which approximately performs the following mapping

h

X X

w; (wiwi,) 2xo ((wi,wy, ) — 1/2)
Wi, — : —

<wi,wtq> 2$0(<wi,wtq> 71/2)
Wi
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The first mapping will be provided by

X1 = A1c(Wixg + bi),
where x, = (hT7$T’w;F7w;I;7“.’wZI)T € Rdntdt(atl)de Y, ¢ Rmax(dntdt(a+l)de) p ¢
R™: and A; € R(d+a)xma , with m; as the width of the first layer. We will use the notation

xi = (XT X7 (1), x7(a)

to refer for the first d coordinates and the rest of the ¢ coordinates of x; respectively, thus ideally
x¥ = x and x5 (1) = (w;, wy, ). The second mapping is provided by

X2 = A20(Wax; + b2),
where Wy € R™2x(d+4) b, ¢ R™2, and Ay € R <2 We will similarly use the notation

X2 = (x2(1),...,x2(q)), where our goal is to have x5 (1) ~ 2xo({(w;, ws,) — 1/2). To implement
the first mapping, we rely on the following lemma.

Lemma 22. Let o be the ReLU activation. For any ¢ > 0 and positive integer de, there exists
m = O(d>(log(d./€)/e)?), a € R™, W € R™*%de and b € R™, such that

(wi,ws) — aTa<W(z;> + b) ’ <eg,

lall, < O(d2/2(0g(d./e) /)2 /vm), W <1 bl <1

1,00

sup
wi,waESde—1

and

Proof. Consider the mapping e;;, ez; + e1jes;. Note that when |e;;| < 1 and |eg;| < 1, this
mapping is v/2-Lipschitz, and the output is bounded between [—1,1]. Then, by Lemma 42, for every
g; > 0, there exists m; < O((1/¢;1og(1/¢;))?), a; € R™i, W; € R™i*2de_and b; € R™4, such
that

m
sup e1je — Zajl(f(<wjl, (w;r,w;r)—r> + bjl) < gy,
le1j1<1,|e2; <1 =1

lajll, < O((log(1/e;)/e;)3/? ) ym;), |Ibjll, < 1,and |jwj]|, < 1. Specifically, the only non-
zero coordinates of w; are the jth and d. + jth coordinates.

Lete; = ¢/d. and m = Zj‘;l m; = O(d?(log(d./c)/e)?). Construct a,b € R™ and W €
R™*2de by concatenating (a;), (b;), and (W ;) respectively. The resulting network satisfies

<w17w2> - aTJ<W (z;) + b> ’ S g,

while |jal|, < (9(dz/2(log(de/a)/a)3/2/ﬁ), 6], <1, and HWTH1 < 1, completing the
00

proof. O

sup
wi,wzES%e—1

We can now specify A1, W, and b; in our construction.

Lemma 23. For any ¢ > 0, let my = O(d2(log(d./€)/€)?) and my = 2d + qiny. Then, there exist
A, € RU+a>xmi Wy e Rrx(dntdt(atde) gngd b, € R™, given by Equations (B.5) to (B.9),
such that

XT =, |Xcld(l)_ <wi7wtz>| <g,
forallh € Rir, ¢ € RY, Wi, (wtj )je[q] e S%=1 andl e [q). Furthermore, we have the following
guarantees

Wil <ow. Il <o). [Af] <o (os(de/z)/0)).

Proof. We define the decompositions
Wi b1y A
W, = = A = B.
! <W 12)7 b1 (b12 ’ ! Az )’ (B-5)
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where Wy € R2x(dntdtde) Wy, g Remx(dntdtde) gy € R2, byy € RI™, Ayy € R,
and Ajp € R9*™ Let vy, ..., vy denote the standard basis of R¢, and notice that o (z) —o(—z) = 2.
Therefore, we can implement the identity part of the mapping by letting

Odh ,UIT qu+1)de
04, —v4 0(q+1)de

Wi = ; (B.6)

T T
04, 4 0§F1+1)de

04, —v; O(si1)a
as well as
1 -1 0 0 ... 0 o;m
0 0 1 -1 ... 0 0,
b1 =02, and Ap=|. . | | . ) ) (B.7)
0 ... 00 1 -1 0/,

Notice that HW1T1 H = 1 and HALH = 2. To implement the inner product part of the
1,00 1,00

mapping, we take the construction of weights, biases, and second layer weights from Lemma 22, and
rename them as W1 € R™1%2de b, € R™1 and @; € R™. Let us introduce the decomposition
W, = (WH ng), where Wn, Wi, € R™1%de With this decomposition, we can separate the
projections applied to the first and second vectors in Lemma 22. We can then define

Oy x(dp+d) Wi Wiy Omixd. -+ Omixd.
Oy x(ant+d) Wit Omixa, Wiz ... Omixa.
W, = | T A (B.8)
0770, x (dp+d) Wit Omixa. Omixd, --- Wi
as well as
. 0, a 0} ... 05
h SN
bio=|: |, and Ap= " " (B.9)
b T AT ' T AT
05, oL .. ol a
From Lemma 22, we have HWBH <1, |bi2|, <1, and
1,00
|A%] = laul, < 0@ (og(de/e)/2)2),
1,00
which completes the proof. O

To introduce the construction of the next layer, we rely on the following lemma which establishes the
desired approximation for a single coordinate, the proof of which is similar to that of Lemma 22.

holz| < r% and |2| < 1. Let

R = /14722470 Foranye > 0, there exists m = O(RS(log(R/¢)/¢)?), a € R™,
W € R™*2 and b € R™, such that
sup |h+2xa(z—1/2)—aTJ(W(h,x,z)T—i—b)‘ <e

[P STl |el<rg,,|2[<1

Lemma 24. Let o be the ReLU activation. Suppose |h| < r

and

lall, < O(R(og(R/e)/0)?/Vm), W <m™ bl <1

1,

Additionally, if " = 0, we have the improved bounds

m=O(R*(log(R/e)/e)), llall, < O(R®(log(R/e)/2)** /v/m)
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Proof. Note that (h, z, z) — h + 2zo(z — 1/2) is 2R-Lipschitz, and |h + 2z0(z — 1/2)| < R. The
proof follows from Lemma 42 with dimension 3 when 7, # 0 and dimension 2 otherwise. O

With that, we can now construct the weights for the second mapping in the network.

Lemma 25. Suppose || xT| ., < 7o and max;|x“(l)] < 1. Let R := \/1+412. Then, for every
£ > 0 and absolute constant § € (0, 1), there exists oy < O(R*(log(R/e)/e)3/?), mq = qdima,
and Ay € Rinxmz2 W, ¢ Rm2x(d+9) qnd by € R™2 given by Equations (B.10) and (B.11) such

that
Ix2(l) = 2xTo(x?'(1) = 1/2)[ <,
for all such x; andl € [q], where we recall x5 = A20(Wax + ba). Moreover, we have

|4, <o oar/ey™). Wi <r el <1

Proof. Let W = (wa1  Wwa2), b, and @ be the weights obtained from Lemma 24, where
Wa1, Waz, b, a € R™2. To construct Wy and by, we let
W2(171) b2(171)
W2(17d) b2(1ad)
Wy = : ; bag = : (B.10)
WQ(qa 1) bQ(qa 1)
W2 (Q7 d) b2 (Q7 d)

where Wo(1, j) € R™2*(4+9) is given by
Wo(l,3) = (Omyxi—1) W21 Omyx(d—j) Omox—1) W22 Omyx(g—1)),

and by (1, j) = by. Consequently,

W;H < land ||bs| ., < 1. Finally, we have
1,00

T oT T
a 0., 0.
0T2 f 0,
A, =] " " (B.11)
T oT &l
07, -+ 0O, a
Consequently, we obtain HA; H < O(R*(log(R/¢)/<)?/?), completing the proof. O
1,00
We are now ready to provide the four-layer feedforward construction of f~ (h,z, t; ©;").
Proposition 26. Let z = (x,w;,w;,,...,wy,). Then, for every € > 0, there exists a feedforward

network with L, = 4 layers given by
F(h, 2 07) = WLhU<. L o(Waa(Wi(hT,2T)T +by) +by) .. )

where W; € R™*™i-1 b, € R fori € {2,..., L, — 1}, W € Rmixdntdtlatde b c Rm1
and W, € R XMLy~ that satisfies the following:

1. Ift; =i, then
oo <
2. Else f_)(h,z;é)_))l = 0g4,
foralll € [g], h € R and ||z||, < r,. Additionally ||W ;|| < poly(ry, De,e™1) forall i € [Ly]
and m;, ||b; ||, < poly(ry, De,e™t) forall i € [Ly, — 1], where we recall D, = d + (q + 1)d...
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Proof. Let A, € R(dﬂ)fml, W, € ijx(d’L+d+(q+1)de)7§)1 € R™! be given by Lemma 23 with
error parameter £, and A, € R4 *m2 W, ¢ Rm2*(d+4) p, ¢ R™2 be given by Lemma 25 with
error parameter €5. Recall that

X1 = Ala(W1X0 + 51)7 X2 = A20(W2X1 + 52)~
By the triangle inequality,
H\I/(a:7t, i) — Ayo (Wax, + bs) HOO gH\I/(a:,t,z’) — Ay0(Wax, + bo) Hoo
+ | Az (Wax, +B2) = Az (Waxy +52)|
cert [AL], [t 3l
sext ‘ A2H1 OOHW2H1 o b
where x; = (z ", (w;, wy, ), ..., (wi,wy, ) |- By letting £, = /4, we obtain

)

F

)

w,

, ’52 ’ < poly(ry, De,e™t).
F 2

Similarly, we can lete; = ¢/ (4HAg H HWQH ), which yields
1,00 1

,O0

)

s
F

w,

, ’EQH < poly(ry, De,e™ ).
F 2

Let
Wy =W,A,, W, =W, b, = by, by = bs.

Then, .
Xo = Asc(Wao(Wi(h"2")T +b1) +by),

satisfies || x, — ¥(x,t,1)||, < e/2forall ||z, < 7y

loo

Recall that when ¢; # ¢ for some [ € [g], we would like to guarantee the output of the network to
be equal to U(x, t,i); = 04. To do so, we rely on the fact that z — o(z — b) — o(—z — b) is zero
for |z| < b, and has an L., distance of b from the identity, i.e. |z — o(z2 — b) + o(—z — b)| < b.
This mapping needs to be applied element-wise to x,. Let W5 € R2nXdn by e R24n and
W4 € RInx2dn yig

v]
T
] —v] _ 1 -1 0 0 0 0
W3: R b3:_§12dh7 W4: 0 0 1 -1 0 0
- 0 0 0 0 1 -1
Vg

As aresult, x3 = W40(W3x, + bs) satisfies

0 [(x2)il<e/2 .
j — il < , Vi€ |du]. (B.12)
|(X3)] (XQ)J' {5/2 |(X2)J‘ > 5/2 ] [ h]
We thus make two observations. First, |Ixs — Xl < /2, and consequently

Ix3(l) — ¥(x,t,i)||,, < eforalll € [q]. Second, when t; # i, we have ¥(x,t,i); = Oq4
and |x2(l);| < e/2forall j € [d] since ||x5 () — ¥(x,t,4)]|, < e/2. Consequently, by the first
case in (B.12), we have x3(I); = 0 for all j € [d]. We can summarize these two observations as
follows

x5 (1) — U(z, t,4)], < {0 ty # i

1S tl:i’

which completes the proof. O

With the above implementation of f~ (h, z; ©;"), we have the following guarantee on h;~ for all
i € [N].
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Corollary 27. Let f;” be given by the construction in Proposition 26, and suppose v, > \/q(r +
Vde). Then, h;” satisfies the following guarantees for all i € [N] and | € [q:

1. Iftl >4, then h?(l) =04

2. Ift; <, then |h;” (1) — &y, ||, < e

Proof. We can prove the statement by induction. Note that it holds for i = 1 since h;” = 0. For the
induction step, suppose it holds up to some ¢, and recall

hiiv =h + fi(h, 2i:057).
« Ift; > i+ 1,then h;" (1) = 0g and f,” (h;", z;; ©}") = 04 by Proposition 26.

If t;, < i < i+ 1, then ||h;"(l) — x|, < ¢ by induction hypothesis, and
f;(h?,zj,('):) = Od.

* Finally, if t; =i < i+ 1,then h;" (1) = 0 and || f;,” (h;", 2:;©7) — x4 || < e.

Note that since th_’ H , Srpforall j e [N], the projection II,, will always be identity through the
forward pass, concluding the proof. O

By symmetry, the same construction for f{~ would yield a similar guarantee on hf
The last step is to design f,(h™,h*", z; ©,) such that
fy(h7 R, 2;;0,) ~g(h™ +h" + (z] L[ty =1,..., 2/ 1[t, =i]) 7).

The following proposition provides the end-to-end RNN guarantee for approximating simple ¢gSTR
models.

Proposition 28. Suppose g satisfies Assumption 2. Then there exist RNN weights Ogyy with
vec(®puy) € R? (i.e. with p parameters) and r, > \/qry + /€ /(TaTw ), Such that

N 2
Sup |9(33t17 S 7«’%) —9(p: G')RNN)i’ < deogyy (B.13)
i€[N]
forallt € [N]9 and ||x;||, <, forall j € [N]. Additionally, we have

HveC(GRNN)HQ S pOIY(T.TaD€7Tw7T(l7€£\I%\I)a p S pOly(TTI:aD87mgarwa7‘a7€2_]\]}\])7 (B14)
and ;7 , ff~ do not depend on h™ and h*", namely the first dj, columns of W71~ and Wi~ that are

multiplied by h™ and h*™ respectively are zero.

Proof. As the proof of this proposition mostly follows from the previous proofs in this section, we
only state the procedure for obtaining the desired weights.

Let (vj)?’; , denote the standard basis of R% . Since o(z) — o(—2) = z, we can implement the
identity mapping in R%" via a two-layer feedforward network with the following weights

]
.
! 1 =10 0 ... 0 0
Wiq = |, bia=024,Aa={0 0 1 -1 ... 0 0],
T o o0 o o ... 1 -1
v,
_vdh

where Wiy € Rthth, by € R2dh', and Ajq € Ranx2dn 1 et Wl,bl,Al,WQ,bg,AQ be
given as in the proof of Proposition 26, for achieving an L, error of &, to be fixed later. Recall
z; = (azj, wiT, thl e ,thq )T In the following, we remove the zero columns of W' corresponding

to the h part of the input (see Lemma 23), which does not change the resulting function. Our
construction can then be denoted by

hf Aigo(Wiq-) h? Ajqo(Wig+) h;} \(
Aiqo(Wia+) Ajao(Wiq-) ago(Wytby) .
hi sLAAMELIN h{ LA IEN hi” — h; +h{ +x, R (P: Orm)i

Ala(W1-+b1) Agd(Wz*—l—bg)
zZpg, ———— X1 ————————— X2 /'

29



Note that the addition above can be implemented exactly by using the fact that o(z1 + 22 + 23) —
o(—2z1 — 29 — 2z3) = z1 + 22 + 23. Specifically, the weights of this layer are given by

T T T

vi el v

—U; —U; —U;

Wadd = : : : , bagd = 024, Aada = Aiq,

T T T
Vg Vg Vg

S I S

dh dh dh

where Woaq € R2X30 b, qq € R?M, Ayqq € R0,

Let ©; (and similarly ©;) be given by Proposition 26 with corresponding error €;,. Using the

shorthand notation x¢ = (¢, ...,x;,) € R™and & = h;” + h{ + X5, we have
i—1 i+1
B +hi + X0 — ®lly < |[h7 =) W(my,t,5)| +|hi — Z U(xj,t, )| + lIxo — (@i, b0,
j=1
2 2
< \/qd(th —|—€~),

which holds for all input prompts p with ||z;||, < r, for all j € [N]. Finally, we have

sup ‘g(a:t) — aga(ngt + bg)‘ < sup ‘g(act) — a;U(Wga:t + bg)‘
llzjll,<re, ViE[N] Izl <rs,VjE€[N]

+ sup |a;0(Wg:Bt +b,) — a;o(Wg:i:t +by)|

ll;ll,<re, ViE[N]

S \/Eonn + TaTwV qd(QEh =+ é)

Choosing ¢, = /Eanx/(4v/qdryry) and € = \/Eom/(24/qdr,ry), we obtain RNN weights that
saitsfy || vec(®nw)||y < poly(rz, De; Ta, T, si\ﬁq), completing the proof. O

B.4 Generalization Upper Bounds for RNNs

Recall the state transitions
it =1, (R + f7 (R, 25;©57))
h;__l =1I,, (hf_ +f“(h‘_,zj;®“)).

We will use the notation h;” (p; ©,") and h<_(p,
states on the prompt p and parameters and (S
F(p; ?>®ﬁa®y) where

F(p;©,,0; ,0,); = fy(hj_)(lx @:),h?(p; ©}, ), 2;;0y).
We can now define the function class
Faw = {p,j — F(p; h_>a h<_7@y)j : :’efvey € Opm}-

We can then define our distance function by going over {p,j € S, },

to highlight the dependence of the hidden
We then define the prediction function as

<7_)

A A A
doo (F, F) = sup. ’F (p;©,,.0,,0,); - F(p;®, ,0, 79y)j’-
Y 2VAS

We will further use the notation
fy(0y) = W%ya(w%y—l . ~-U(W1L1(') +b])... + bL )€ ‘FI%NL,&,’

and
(50 ) =WroWp _...oW{(-)+b)...+b )€ FNN.L, -

We similarly define /Yy 1, - The covering number of Fayy can be related to that of ]-"f\’IN, L, FNN.Ly»
and Fy, 1, through the following lemma.
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Lemma 29. Suppose for every ©;7,0;",©, € Opy we have

w,..wt

<Cy, Wz,

op . Hop

where any < N~L. Then,

W, < ax, IWE,

Hth < ay,

Hap op Ht}p -

€
IOgC(fRNN,dOO,G) S IOgC(Ff\J]N’Ly;dooae/Q) -+ IOgC(fl\?N,Lh,’dom W)

€
+ log;C(]-'I\Iﬁ\LLh,doo7 4603;N>

Proof. Throughout the proof, we will use the shorthand notation h;” = h;’(p; ®;") and ﬁ; =
h; (p; @:), with similarly define b}~ and ﬁj We begin by observing

sup |fy(h7 b, 25:0,) — fy(h; by 250, < & + &
P,jESH
where
£ = sup ‘fy(hj,h;,zj;@y)—fy(hy,hy,zj;éy)‘
P,jESn
— . Pt £
&= sup ‘fy(hj T, 2:0,) — f,(hy b ,zj;@y)‘.
y2v) n

Then, we observe that &1 = doo (fy(+; Oy), fy(; (:)y)).Thus, we can ensure & < €/2 with a covering
{©,} of size C(.FI‘I\’INLy, d~,€/2). Hence, we move to &s.

Using the Lipschitzness of f,, we obtain
(suth- —h; H —|—suth- —h, H >
oo\ pjll 7 Tlle p gl 72

AN ~—
<l (suvlf =57, sl =45 )

&<||wy,.. wi

Further, by Lipschitzness of II,., , we have

N A A= PR A=
sup h? _h_j ‘ <sup h.7_1 _hj_lH +sup f}b_)(hj—pzj—l%@h ) _fi?(hj—lazj—léeh )H
P.J 2 pj 2 pj 2
=&h
A=
sup|[ i (1" 1,251 07) = £ (12130,
p.J

=&k
By the Lipschitzness of f;”, for the second term we have

—

h — P N N
eh < ‘ 1R R (I ey A

PR
<ax|nty -k H .
op H27 i-t |

Moreover, we have EF < doo (f77 (507, fi7 (5 (:):)) Consequently, we obtain

~—

A~ ~— A —>
supl|Ry” — ", < (1 aw)sup g2y = A% |+ dse (7 (5007), 47 (5 01)

j—2
<N+ an)deo (i (507, f 7 (505,))
=0
- -
< WV Tl @), fi (5 O7)

an
Ndoo(fi7 (:037), fi7 (:©,)).

IN
o
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We can similarly obtain an upper bound on sup,, ; Hh;_ —h

j H . Hence, we have
2

A —3 n
£ < cOUN{doc (3 (107, 137 (:01) + ol (5017, fi (05 .
Therefore, by constructing €/(2eC¥ N) coverings {é:} and {(':):} which have sizes
C(‘FI\?N,the/(4BCgJN))7 and, C(ffN,thf/(4BC%N))
respectively, we complete the covering of Fgyy. O

The next step is to bound the covering number of the class of feedforward networks, as performed by
the following lemma.

Lemma 30. Let
]:NN-,L = {111 — WLO'(WLfld(. .. WQ(O’(Wla‘: + bl) R bLfl) : Ony € QNN};
where Onny = (Wi, by, ..., Wp_1,by_1, W) and vec(Onn) € RP. Further, define the distance
function
doo(fuf/): sup |f($)_fl(x)‘7 vf7fl€]:NN,L~
lle]| <R
Suppose |W ||z, |billy < R for all l. Then, for any absolute constant depth L = O(1), we have

log C(FNN,L, oo, €) < plog(1l + poly(R)/e).

Proof. Let xg = x, x; = (W x;_1 + b)) forl € [L — 1],and &, = W x_;. Also let (z;) be

the corresponding definitions under weights and biases (W) and (b;). First, we remark that for
le[L-1],

[zilly < [Wallgpll@i-1ll + [|be]] (B.15)
l -1 7
< HIIWz-Hoprollg + lebzﬂ-lez HIIWHIIOp + [[bu]l,
i=1 i=0 j=0
< poly(R), (B.16)

where we used the fact that L is an absolute constant. Next, for [ € [L — 1], we have

|, — 2|y < HWlwlq - VAVlfUlAHQ + Hbl — b

2
< W illgllzi-s = @1l + @ | W - W

-t
op 2
< poly(R){||iBlf1 — &1y + HWZ - WIHF + Hbl - BZHQ}

Once again, using the fact that L is an absolute constant and by expnaind the above inequality, we

obtain
2 } '

s = oy < WLl glle—r = @roally + ol | Wo - W
op

l
ey — @, < poly(R){ZHWi — W, b; — b;
=1

+|
F

Finally, we have the bound

< poly(R)Hvec(@NN) — Vec(éNN)HQ'

Consequently, we have
log C(FNN, s doo, €) < log C({® € R : [|B]|, < poly(d, q)}, [, €/ poly(R))
< plog(1 + poly(R)/e),

where the last inequality follows from Lemma 41. O

Therefore, we immediately obtain the following bound on the covering number of Fgyy.
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Corollary 31. Suppose Opy C {O € R? : |lvec(©)||, < R} and Hz? H2 < R foralli € [n] and
j € [N]. Then,
log C(Famn, doo, €) < plog(l + poly(R)N/e).

We can now proceed with standard Rademacher complexity based arguments. Similar to the argument
in Appendix A.2, we define a truncated version of the loss by considering the loss class

L = {(p.3.3) = (fam(D); ~9)* AT+ fram € Fro},

where the constant 7 > 0 will be chosen later. We then have the following bound on the empirical
Rademacher complexity of L8,

Lemma 32. In the same setting as Corollary 31 and with T > 1, we have

plog(RNn)
n

R, (L) < O

Proof. By a standard discretization bound for Rademacher complexity, for all ¢ > 0 we have

N 21 RN ] o,
mn(LENN) < e—|—7'\/ OgC(L;L ) €)

“er T\/QlogC(]-'RNN,doo,e/@ﬁ))

n

<ext T\/2p log(1 + po;y(R)Nﬁ/c)

Y

where the second inequality follows from Lipschitzness of (-)? A 7. We conclude the proof by
choosing € = 1/+/n. O

We can directly turn the above bound on the empirical Rademacher complexity into a bound on

generalization gap.

Corollary 33. Let © = arg ming e, BN™(®). Suppose O C {© € R? : |[vec(®)|, < R},
and additionally \/3Cmed log(nN) + g + 1 < R. Then, for every § > 0, with probability at least
1 — 6 — (nN)~Y/2 over the training set, we have

RI:L_NN(@) _ RI}_NN((;)) < O(T /plog(l;{NnT) g IIOg(nl/(s)>.

, < Rforalli € [n] and

Proof. We highlight that for the specified R, Lemma 12 guarantees sz)

j € [N] with probability at least 1 — (nN)~!/2. Standard Rademacher complexity generalization
arguments applied to Lemma 32 complete the proof. O

Note that R*™(@) < RMY(@) which is further controlled in the approximation section by Propo-
sition 28. Therefore, the last step is to demonstrate that choosing 7 = poly(d, g, log n) suffices to

achieve a desirable bound on R*(®) through ™™ (@).

Lemma 34. Consider the setting of Corollary 33, and additionally assume R > ry. Then, for some
7 = poly(R,logn), we have

. N 1
RRNN(@) _ RENN(@> S g

Proof. The proof of this lemma proceeds similarly to the proof of Lemma 20. By defining

Ay = | an (D; (:))J - yj‘
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and following the same steps (where we recall j ~ Unif([V])), we obtain
R™(©) =E[A21[A, < V7]] + E[AZL[A, > V7]
< R™(©) + E[A1]?P(A, > )2,

where "
E[A)]""* < 2E[4]"” + 2 |om(p: O]

J

P(A, > 1) < P(ijl > f) +IP>( Jram (P; é)j‘ > \f)

From Assumption 1, we have E [y] 1/2 < Tand P(|y;| > v/7/2) < e~ """, For the prediction of
the RNN, we have the following bound (see (B.16) for the derivation)

Ly—1 i
G (p: © \<H||Wyuop [ ks 2, + S ot T %,
=0 =0

As a result,

and

Jrn(p; © ‘ < poly(R)(1 + s + [|24])-

As a result, by the fact that 7, < R and Assumption 1, after taking an expectation, we immediately
have

R . 11/2
E[yRNN(p; ®)§] < poly(R).
On the other hand, from Lemma 12 (with n = N = 1), we obtain

“

Therefore, for some 7 = poly(R, logn) we can obtain the bound stated in the lemma. O

- - T —Q(71/ po
Jr (P 9)‘ > \2[) <e f(r/poly(R))

We can summarize the above facts into the proof of Theorem 5.

Proof of Theorem 5. From the approximation bound of Proposition 28, we know that for some
R = poly(d, q,7a, Tw, Eqyy, log(nN')) and the constraint set

1w

<an.| w

op”’ Hop El Hop

O = {© ¢ vec(®)], < 1. [W .. <aw}

with any ay < N1, we have RRNN((:-)) < ez The proof is then completed by letting rj, = |/qr, +
VEam/ (Tarw ), invoking the generalization bound of Corollary 33, and the bound on truncation error

given in Lemma 34, with R = poly(d, ¢, 7, 7w, Eou, l0g(nN)).
O

B.5 Proof of Proposition 6
The crux of the proof of Proposition 6 is to show the following position, which provides a lower
bound on the prediction error at any fixed position in the prompt.
Proposition 35. Consider the same setting as in Proposition 6. There exists an absolute constant
¢ > 0, such that for any fixed j € [N), if

E[@RNN(I))J' - yj)Q] <eg,

then
N

N
, and |U|. > - ).
(1og(1+22||U§p)> 171 > (2210g(1+dh))

dp > Q

We shortly remark that the statement of Proposition 6 directly follows from that of Proposition 35.
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Proof of Proposition 6. Let c be the constant given by Proposition 35. Suppose that

1 N 2
7 E[ 5 (P) — 3] <.

Then,

N
1
in E[(7 —y )i < =Y E[®3 —y)?] <e
]%1[111\/1] [(yRNN(p)] Y;) ] =N ]; [(yRNN(p)j Y5) } <c
As a result, there exists some j € [N] such that E[(gaw(p); — y;)?] < c¢. We can then invoke

Proposition 35 to obtain lower bounds on dj, and ||[U||,,, completing the proof of Proposition 6. [

We now present the proof of Proposition 35.

Proof of Proposition 35. Leth; = (U h;”,U"h; ) € R** and define

(I)(hj) = (fy(hj’wjv(1)’j)""’fy(h’j’$j’ (.j_l)vj)vfy(hj7wj’(j+1)aj)a""fy(hj7$j?(N)’j)>T e RV

In other words, ® : R?¥» — RN—1 captures all possible outcomes of Jayy(P) j depending on the
value of ¢; (excluding the case where ¢; = j). Ideally, we must have f, (h;, x;, (k), j) = g(x).

Let p™, ..., p") be an i.i.d. sequence of prompts, then modify them to share the jth input token,

ie. 2!V = g

I A

distribution, this operation does not change the marginal distribution of each p(*). Similarly, define
9" = (g(a!"),....g(={" ), gz}, ... g(@))T e RN

Y forall i € [P], with P to be determined later. Note that by our assumption on prompt

for each prompt. We also let h(i)f, h(i);—

these prompts through the RNN, and define héi) using them. Note that gV, ..., g(") is an i.i.d.
sequence of vectors drawn from A (0, Ix_1).

be the corresponding hidden states obtained from passing

‘We now define two events F/; and F5, where

R T !

P ev N
By = 1 > < 26%°P
b 2 <)

where § € (0, 1) will be chosen later. In other words, F is the event in which g(*) are “packed” in
the space, while E, is the event where the RNN will be “wrong” at position j on at most 252 fraction
of the prompts. We will now attempt to lower bound P(E; N E5).

Note that g — g(*) @ v/2g where g ~ N(0,Ix_1). By a union bound we have

) < Se((a o], <)
ik

< P(V3lgl, <=, VN - 1)

and

e —g®

< PQP(||Q|2 —E[llgll,] < (% - C) N - 1)

< Ple(emea/V2*(N-1)/2

for all £, < ¢v/2, where ¢ > 0 is an absolute constant such that cy/N — 1 < E[||g||], and the last
inequality holds by subGaussianity of the norm of a standard Gaussian random vector. From here on,

we will choose e, = ¢/+/2 (and simply denote €, < 1), which implies P(E{) < P2e—c*(N-1)/8,

To lower bound P(E»), consider a random prompt-label pair p, y and the corresponding g. Note that
in the prompt p, the index ¢; is drawn independently of the rest of p, and has a uniform distribution
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in [N]. Let p[t; — k] denote a modification of p where we set ¢; equal to k, and let y[t; — k| be
the labels corresponding to this modified prompt. We then have

Ll(hy) — gl = jlvg (ot > K — 9())’

1 N

< & 2 (ms(plty = K); = y(plts = 1))
k=1

= Etj [@RNN(p)j - yj)z]
As a result, via a Markov inequality, we obtain
1 g _ €2 . 91 €2
P{ —|®(h;) —gll; > = | =P Ey [(yRNN(p)j —Y5) ] 2=
N 1) 1)
< 6 E[(ﬂRNN(p)j - yj)Q]
= 2
€

< 42

Going back to our lower bound on P(F5), define the Bernoulli random variable

> NN].

20 =1 [ @n?) - g

2 )

Note that (z(*)) are i.i.d. since hy) and g do not depend on x ;- Then, by Hoeffding’s inequality,
P 4
P(ES) =P > 2 >28°P | <e 7.
j=1

We now have our desired lower bound on P(E; N E5), given by
P(E) N By) 2 1~ B(EY) ~ P(ES) 21— %' - PP (V-0s,

Suppose § > e~ <N for some absolute constant ¢ > 0. Then, choosing P = Lec//N | for some
absolute constant ¢’ > 0 would ensure P(E; N E3) > 0, and allows us to look at this intersection.

LetZ ={i: 20 = 0}. On E4, and for i, k € T with ¢ # k we have
e T It

_ (k) _ (k)H
d(h;
2 H (3 ) -9 2

2evV N
>egVN —1— 5\( = &V Ney,.

Note that from the Lipschitzness of f,,, we have H@(hg-i)) - @(hgk))"z < %Hh? - hg-k) H2 As

aresult, the set {hg-i) RS I} is an rpep-packing for {h : |||, < \/§|IU\|Oprh}. Using Lemma 41,
the log packing number can be bounded by

2V/2||U 2|U |2 2
logZ < < djlog 1+ﬁ A | 2”"" 1+log|1+ MEZ .
En €h 2[[U][g,

On By N Ey, wehave Z > (1 —25%)P > (1 —252)e“Y for some absolute constant ¢ > 0. Therefore,
log(1 — 262) +cN
log(1+2v2|U|,,/en)

>~ dh7
and
e? (log(1 — 26%) + cN)
2+ 2log(1 + dpe /(2IU12))

Choosing 0 = 1/2 and recalling £, < 1, we obtain €5, 2 (1 — C¢)/£ for some absolute constant
C > 0, which concludes the proof. O

2
< Ul
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B.6 Proof of Theorem 7

We first provide an estimate for the capacity of two-layer feedforward networks to interpolate n
samples.
Lemma 36. Suppose {x(V)}7_, i N(0,1;) and let y) = (w,x;,) for arbitrary t; € [N] and
u € S1. Then, there exists an absolute constant ¢ > 0 such that for all m > n and with probability
at least c, there exist data dependent weights a,b € R™ and W € R™*%, such that
a'o(Wz® +b) =y, Vieln
and ) ) )
3
lally + W[z + [[bll; < O®?).
Proof. The proof of Lemma 36 is an immediate consequence of two lemmas.

1. Lemma 37 shows that the inputs (V) ..., (") can be projected to sufficiently separated
scalar values with a unit vector v.

2. Lemma 38 perfectly fits n univariate samples using a two-layer ReLU neural network. When
invoking this lemma, we use ||z||, = O(y/n) and € = Q(1/n?) as given by Lemma 37.

The only missing piece is to upper bound ||y||, appearing in the final bound of Lemma 38. To that
end, we apply the following Markov inequality,

2
) E[lyl] 1
P(Jlyl3 > 6n) < ——— < <.
As the statement of Lemma 37 holds with probability at least %, this suggests that the statement of
Lemma 36 holds with probability at least é, concluding the proof. O

Lemma 37. Suppose {xV}7_, N (0,14). Then, with probability at least 1/3, there exists some
v € S (dependent on {xV}) such that for all i # 7,

. . 1
vTal) —uTal)| = Q(nQ) (B.17)

and 37 (v x)2 = O(n).

Proof. The proof follows the probabilistic method. Sample v ~ Unif(S?~!) independent of {x(")}.
For each i # j, let

aij = uT(m(i) _ m(j))
and note that a; j | v ~ N(0,2). We apply basic Gaussian anti-concentration to place a lower bound
on the probability of any a; ; being close to zero,

. n% 1
P(Ji,j st fai | <€) < ZPU%H <€)= ZE[P(WM <elv)] < Wt
i#£] i#£]
where the last inequality follows by taking € = /7 /(3n?). Furthermore,
n A n E[(,va(i))Q] 1
P T ,.(1)\2 >3 < Ez:l _ -
(S ) BRI
by Markov’s inequality. Combining the two events completes the proof. O

Lemma 38. Consider some z = (21, ... 2T ¢ R" andy = (yV, ...,y T € R", such
that ’z(i) — z(j)’ > eforalli # j. For simplicity, assume ¢ < 1. Then, there exists a two-layer ReLU
neural network

g(t) = Z%‘U(wa‘t +b;)
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that satisfies g(2V) = y9) for all i € [n], m = n, and

2
) ) ) [Yllo/n + 1215
lallz + [[wlz + bz = O ———— | (B.18)

Proof. Without loss of generality, we assume that 2(1) < ... < 2™ Then, we define the neural
network g as follows:

(2) _ @)
Z Y Y
a; O' t—b/ y(l)a(t—z(l) +1)+ <2(2)_Z(1) —y(l))g(t—z(l))

(i) _ o i=1) (i=1) _ 4, (i=2)
y y Y Y _ L G-1)
+ Z( SG-1) _ Z(i2)>0(t 20
One can verify by induction that g(2(")) = 3(*) for every i by noting that the slope of g is
(y() y= 1))/( (@) _ G- 1))

between (201 4=} and (2(),4?). From the above, we have v/ = 1,

Ha'||§ < ||y||§/e2 For o = ((||z||§ + n)e2/||y||g)1/4, letu = au’, w = w'/a, and b = b’ /a. By
homogeneity, the neural network with weights (u, w, b) has identical outputs to that of (u’, w’, b")
and satisfies (B.18), completing the proof. O

||2 < ||z||2 + 1, and

We are now ready to present the proof of the sample complexity lower bound for RNNs.

Proof of Theorem 7. First, consider the case where d;, < n. Note that as a function of Uh =
(U”h™,UTh"), f, is £-Lipschitz with

2 = HWL’AI HopHWLy71H0p e ||W2||0p
Using the AM-GM inequality,
1/Ly 1 e
2 2 ,
(21Ulz) " < Tlivec(®); < e /5e.
Y

As aresult, we have £[|U||,, < eN“/2. By invoking Proposition 26, to obtain population risk less
than some absolute constant c3 > 0, we need

dp > Q( N K ) > Q(N179).
log(1 4+ £2||U||,,)

This implies n > d, > Q(N 1_C). By taking c¢; in the theorem statement to be less than 1 — ¢, we
obtain a contradiction. Therefore, we must have either a population risk at least c3 or d, > n.

Suppose now that d;, > n. We show that with constant probability, we can construct an RNN that
interpolates the n training samples with norm independent of n. We simply let ®;” = 0, ©; = 0,
U = 0, and describe the construction of Wy, ..., Wy, W, and (b;) in the following. Using the
construction of Lemma 36, we can let

al o _
Wy _ < w OnxdE >’ b, = <0 b >7 Wy = —a’ Ol—n ,
0 )

O(m—n)xd O(m—n)xdE m—n (m—2)xn O(m—2 % (m—m)

where W € R4 and a,b € R" are given by Lemma 36. Then,
T i ; i
W3 o(W,al), +b,) = (5, —450,0,...,0) T

For (Wl)lL:’y?jl, we let (W;)11 = (W))22 = 1, and choose the rest of the coordinates of W to be
zero. Therefore, the output of the [th layer is given by

(U(y%))a U(*yﬁz))v 07 cee 70)T'
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For the final layer, we let W = (1,-1,0,...,0). Using the fact that 0(2) — o(—2) = z, we
obtain ” ”

fy(Uﬁhj_n U<_h;-_, 26 0,) = @)
We have found © such that 2™(@) = 0 and ||vec(®)]|5 < O(n?) (recall that L, < O(1)). Asa

. N 2 ;
result, ®. must also satisfy Hvec(Gs) < O(n?).
2

On the other hand, notice that as a function of Uh = (U h™, U h*), f, is £-Lipschitz with

2 = HWLT/} ()pHWL?/_1||0p st ||W2||op'

From Proposition 6, using the fact that ||-||,, < ||-[|r and the AM-GM inequality, we obtain

1 ) oo \ /Ly N A\ Y
_ > >
phee®)lz = (S1015) " 2 0 (5,0

to achieve population risk less than some absolute constant c3 > 0. Recall that logd, < N€ for
some ¢ < 1. The proof is completed by noticing that unless n > Q(N°?) for some absolute constant

c >0, ’VGC((:')E)
probability c > 0 over the training set. O

will always be less than the lower bound above, with some absolute constant
2

C Auxiliary Lemmas

Lemma 39. Suppose A € R %% gnd B € R%*X9_ Then, for all r,s > 1 and p,q > 1 such that
1/p+1/q =1, we have
IAB|, ; < [|A]l, I Bll,,-

r,s —

Proof. First, we note that for any vector b € R% we have

d2 d2
1B, = (> bjA || <D bl < Al b,
j=1 j=1

where the last inequality holds for all conjugate indices p, ¢ and follows from Holder’s inequality.
We now have

ds ds
IAB[; ;=Y IAB.;l; < Y IAl;IB.ll; = Al 1Bl
j=1

Jj=1

The next lemma follows from standard Gaussian integration.
Lemma 40. Suppose © ~ N (1, ). Then Var(||z||*) = 2tr(ZT %) + 4p Sp.

The following lemma combines two different techniques for establishing a packing number over
the unit ball, the first construction uses volume comparison, whereas the second construction uses
Maurey’s sparsification lemma, both of which are well-established in the literature.

Lemma 41. Let P denote the e-packing number of the unit ball in R. We have
2 1
logP < {dlog(l + > } A {2(1 +log(1 + 2d62))}.
€ €

Finally, the lemma below allows us to approximate arbitrary Lipschitz functions with two-layer
feedforward networks.

Lemma 42 ([Bac17, Propositions 1 and 6]). Suppose f : RY — R satisfies |f(x)| < LR and
|f(z) — f(2)| < L||lx— 2|, for all z,x' € R with |||, < R and ||z'|, < R and some
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constants L, R > 0. Then, for every ¢ > 0, there exists a positive integer m and W € R™*¢,
b e R™ and a € R™, such that

sup |f(z) —a'oc(Wz +b)| <e.
el <R
Additionally, we have

d+1
LR(1 + log(LR/e))\? T 1 CuLE { LR+ log(LR/e)\
€ ). HW Hz,m <x Wl <t aly < =7 |

D Proof of Theorem 9

e :

Let u be sampled uniformly from S?~! independently from p = (¢;, ), and note that we have

Slslf ) E[(y; = facs.)(t1: Was,)®);)?] = Eyatniti-1) .y~ (U5 — facs,) (t. Was,nx);)?],
ueS ™

for all A € A. From this point, we will simply use f for f4(gs, ) and W for W 4g, ). Next, we argue
that the output weights of any algorithm in A satisfy

wy, = Zag)w(i), Vk € [m4],
i=1

for some coefficients (oz,(j))ie[n], ke[m,]- This is straightforward to verify for A € Agp, as

Ve, LY f, W) € span(z), ... z™).
For A € Aggrw. note that £FF¥ only depends on w;, through its projection on span(z™), ... (™).
As aresult, any minimum-norm £-ERM would satisfy w;, € span(:c(l), e :c(")).

Note that for n < Nd, the span of sc(l), .. .,m(") is n-dimensional with probability 1 over
S,. Let v, ... v denote an orthonormal basis of span(x(l),...,m(”)), and let V =
(v, .. vM)T € R"*Nd_ Recall that for the simple-1STR model considered here, y; = y =
(u,xy, ) for j € [N]. Then,

]Eu,y,j,p [(y] - f(tlv W"B)])ﬂ > Eu,tl,Va: [Va'r(y | u,t1, VZC)] = Eu,t1,Vw [Var(<Pt1u’ ZC> | u,t, V.’B)],

where P;, € RV has the form (Og, ..., 1I4,...,04) " The conditioning above comes from the
———

ty
fact that via training, f and W can depend on w, but the prediction depends on « only through V.
Consequently, we replace the predicition of the FFN by the best predictor having access to u, t1, and
V. Note that ¢1, u, and V x are jointly independent, and the joint distribution ((Pt1 u, T, V:L') is

. 1 VPtlu
given by N/ (O, (UTPtTl v I, )) , thus we have

Var((Py,u, ) | u,t, V) =1 — |V Py ul>
In particular,

I o2
Ey[Var((Py,u, x) |u,t1, V) =1 — d ZHPZU( )

and

N
1 AlI2
Eu i, [Var(Pr,w,@) [u, 1, Va) = 1 - — ; :1 > 1:HPZ1U<>
e

L,
:1—7 g =
Nd 2””
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E Experimental Details and Additional Results

In this section, we provide the details of our 250000 ——
experimental setup, as well as additional results _ RNN
on the effect of ¢ in Figure 3. £ 200000 FFN
o
g
. & 1500001
Architectures. We use a Transformer com- o
posed of a multihead attention layer with ¢ - 100000
heads, where each heads observes the entire E
d+ (q+1)d.-dimensional input token, followed = 500001
by a fully connected ReL.U layer with width
100. For the RNN, we use a simple bidirectional 0 3 " 5
RNN with a hidden state size 500 x ¢, and a lin- g

ear readout layer. For the FFN, we use a depth-3 Figure 3: Number of samples required to get to test
fully connected ReLU network, where the first  MSE loss 0.88 while training with online AdamW for

layer has width Ndq and the second layer has the quadratic ¢gSTR model explained in Appendix E
width 1000. The output layer of the FFN has with N = 7. The gap increases with larger g. A closer
width NV to match the input sequence. theoretical analysis capturing the effect of large ¢ can be
an interesting direction for future work.

Optimization. For Figures 1 and 3 we use

online AdamW with weight decay 0.1, where in Figure 1 we use a learning rate of 10~3 and in
Figure 3 we use a learning rate of 10~%. Each optimization step uses an independent batch size of 64
samples, and we track the test MSE loss using an independent set of 10,000 samples. For Figure 2 we
use AdamW with weight decay 0.2 and learning rate 10~ on a fixed training set of 50,000 samples.

Data Generating Model. In all experiments, we sample © ~ N (0, Iy4). For Figures 1 and 2 we
have ¢ = 1 and define g(x1) = (u, x1) for a unit-norm w uniformly sampled from the unit sphere.

For Figure 3 we let g(x1,...,24) = ﬁ S% | Heo((u;, x;)) where Hez(2) = (22 — 1)/v/2 is the
normalized second Hermite polynomial. We use a non-linear g as this is a more challenging setting
where e.g. Transformers require ¢ heads by Theorem 4.

The code to reproduce all our experiments is provided at: https://github.com/mousavih/
transformers-separation.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We prove all the claims made in the abstract and introduction in this paper.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations throughout the paper and mostly in Section 6.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Our Definition 2 of the gSTR model and our Assumptions 1, 2 and 3 are clearly
stated.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA] .

Justification: Our contributions are theoretical and our limited numerical simulations are for
illustration purposes only. We will include a link to the GitHub repository of our code in the
de-anonymized version.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: Our contributions are theoretical and our limited numerical simulations are for
illustration purposes only. We will include a link to the GitHub repository of our code in the
de-anonymized version.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
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Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]

Justification: Our contributions are theoretical and our limited numerical simulations are for
illustration purposes only. We will include a link to the GitHub repository of our code in the
de-anonymized version.
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* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA] .

Justification: Our contributions are theoretical and our limited numerical simulations are for
illustration purposes only.
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» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.
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figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).
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they were calculated and reference the corresponding figures or tables in the text.
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illustration purposes only.
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* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).
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* If the authors answer No, they should explain the special circumstances that require a
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* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA] .
Justification: Our contributions are theoretical and do not have immediate societal impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our contributions are theoretical.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: Our contributions are theoretical and we do not use any such assets.
Guidelines:

e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our contributions are theoretical and we do not introduce new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our contributions are theoretical and we do not perform this type of experiment.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our contributions are theoretical and we do not perform this type of experiment.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: We did not use LLMs.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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