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G How do neural networks represent functions over spaces?

folen, D) fa@aD)  fi(ws,S) fe(z4, G) Given a domain
space Z, a feature

field is a distribution
/>\ of functions over Z,
e.g. value function,

belief distribution.

Feature Variables A q,( / ) fi(z) = ®(x) - ¥, 0

Wiength ' ii:weight (I)( / ) '\Ij'weight — 1.03 [fweight(’) = How heavy (kg)?]

While linear probes . 3(|_7|) “Wiengtn =026 [ fingn() = How long (m)" ]
recover scalars from U, € RY

activations, we use

linear field probes Bestume Misld 1

to recover functions. Vesw) |

[ f(-,z) = Pr(bone in direction z) J

¥(S') c R?

Neural networks represent a feature field by embedding

ItTs domain space into activation space. This domain

Domain Space Z Domain Embedding ¥ ( Z) .
i r " o) embedding
: A preserves the
.. T T - % topology of the
= 2 _ > latent domain
G pa ‘/ A space for
— confinuous feature
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The geometry of the domain embedding encodes

Domain Embedding Geometry < »  Basis Functions repres ent funcTions

” over Z as linear
combinations of
these basis functions.
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