
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

A APPENDIX

A.1 GRADIENT ANALYSIS

We conduct a analysis of the gradients in GAPO with the aim of examining the specific influence of
the EF factor during the gradient update process.

∇LGaPO = −βE(x,yw,yl)∼D

[
σ(r̂θ(x, yl)− r̂θ(x, yw) + β ∗ log( 1

EF
))︸ ︷︷ ︸

higher weight when reward estimate is wrong

∗
[
∇θ log π(yw | x)︸ ︷︷ ︸

increase likelihood of yw

− ∇θ log π(yl | x)︸ ︷︷ ︸
decrease likelihood of yl

]]
(1)

For optimal analysis, the EF is directly substituted by the ROUGE scores. ROUGE measures the
similarity between yw and yl from the perspective of recall. Therefore, when a pair of data exhibits
higher content similarity, the ROUGE score increases, and the corresponding gradient decreases.
This suggests that the greater the similarity between two sentences from a human perspective, the
less gradient is required for model updates. Conversely, if the similarity between two sentences
is perceived as lower from a human perspective, more gradient is necessary for updates. The EF
provides a measure of the variance in human preference intensity, which facilitates the alignment
of the model’s preferences with those of humans. This alignment enhances the model’s ability to
reflect the intensity of preference.
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