
Subin Kim,

Expertise-Centric Prompting Framework 
for Financial Tabular Data Generation 
using Pre-trained Large Language Models

Table Representation Learning Workshop @NeurIPS 2024

Subin Kim*1, Jungmin Son*1, Minyoung Jung*2, Youngjun Kwak1

1KakaoBank
2Korea Electronics Technology Institute



1. Motivation

2. Proposed methods

- Expertise-Centric Prompting Framework

- Evaluation Metrics

3. Experiment Results

4. Application : Today’s mini diary

5. Future work

2



1. Motivation

2. Proposed methods

- Expertise-Centric Prompting Framework

- Evaluation Metrics

3. Experiment Results

4. Application : Today’s mini diary

5. Future work

3



1. Motivation
● Shortage of authentic and accessible financial tabular datasets

○ Privacy and security concerns limit access to real-world data

○ Anonymized public datasets lose realism and fail to reflect real-world scenarios
○ Impedes AI development using financial tabular data

● Challenge of generating pseudo-financial datasets
○ Complex attribute relationships and diverse data ranges
○ Requires expert knowledge for accurate data validation

Figure�1.�(a)��

Comparison�of�financial�data

Figure�1.�(b)��

Example�of�pseudo-financial�data
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1. Motivation

● Goals → How?
a. Generate realistic and accessible pseudo-financial datasets 

→ Collaboration between financial experts and LLM

b. Minimize experts’ efforts in generating and validating financial data 
→ Prompt-based dataset generation framework with quantitative evaluation metrics
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2. Proposed methods

● Expertise-centric prompting (ECP) framework
○ Addressing limited accessibility of realistic financial data

● Evaluation metrics
○ Validating the quality of generated financial tabular datasets in terms of:

■ Dataset diversity

■ Constraint satisfaction
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2. Proposed methods
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● Expertise-Centric Prompting (ECP) Framework
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ii) attribute constraints
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2. Proposed methods
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2. Proposed methods
● Expertise-Centric Prompting (ECP) Framework

, 𝑤ℎ𝑒𝑟𝑒
𝑡 • ∶ 𝑝𝑟𝑜𝑚𝑝𝑡 𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒 (𝐿𝐿𝑀 𝑖𝑛𝑝𝑢𝑡)
𝑞! ∶ 𝑖"# 𝑝𝑟𝑜𝑚𝑝𝑡
𝐶: 𝑎 𝑠𝑒𝑡 𝑜𝑓 𝐾 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠 {𝑐$%&,…,)*+}

§ prompt template

Expert

Pre-trained 

LLMsPrompting
𝑡 𝑞! = @ 𝑞!, 𝑖𝑓 𝑖 = 0

𝑞!; 𝐶, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

## prompt template
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2. Proposed methods
● Expertise-Centric Prompting (ECP) Framework

§ schema estimation

Expert

Pre-trained 

LLMsPrompting

## prompt template ❶ 𝑡 𝑞! = 𝑞!

Estimated attributes !𝑆

, 𝑤ℎ𝑒𝑟𝑒 &𝑆 = {*𝑎!"#,…, &' ()}

## output

&𝑆 = 𝐿𝐿𝑀 𝑡 𝑞#
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2. Proposed methods
● Expertise-Centric Prompting (ECP) Framework

§ schema calibration

Calibrated attributes h( !𝑆)

Expert

Pre-trained 

LLMsPrompting

## output

𝑆 = {𝑎!"#,…, ' ()}

ℎ( &𝑆) = 3
&𝑆, 𝑖𝑓 𝑆 − &𝑆,= ∅
𝑆, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

## prompt template ❶ 𝑡 𝑞" = 𝑞"; ℎ( 3𝑆)
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2. Proposed methods
● Expertise-Centric Prompting (ECP) Framework

§ example generation

Expert

Pre-trained 

LLMsPrompting

## prompt template

## output

❷ 𝑡 𝑞! = 𝑞!; &𝑆

:𝑉 = 𝐿𝐿𝑀(𝑡 𝑞) = 𝑞); &𝑆)
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2. Proposed methods
● Expertise-Centric Prompting (ECP) Framework

§ attribute constraints

Expert

Pre-trained 

LLMsPrompting

## output

## prompt template ❸𝑡 𝑞# = 𝑞#; 𝐶 = 𝑞#; &𝑆; 𝐶$; 𝐶%

:𝑉 = 𝐿𝐿𝑀(𝑡 𝑞) = 𝑞); &𝑆)

• 𝑢𝑛𝑎𝑟𝑦 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠
𝐶*= 𝑐+"#,..,-*()

*

• 𝑏𝑖𝑛𝑎𝑟𝑦 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠
𝐶.= 𝑐+"#,..,-+()

.

𝑐!,#$

𝑐!,%$ 𝑐!,&$

𝑐!'

## output
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Diversity Constraint Satisfaction

- avoid redundancy in data caused 

by repetition

- ensure a variety of customer 

behaviors reflecting real-world 

scenarios

2. Proposed methods
● Evaluation Metrics

- ensure that data properties of 

specific attributes are met (e.g., 

value ranges, categories, etc.)

- ensure logical and numerical 

consistency among the attributes

o Variety of generated datasets o Alignment between generated datasets 
and constraints
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2. Proposed methods
● Evaluation Metrics

• Inter-Instance Diversity

: diversity among instances

§ uniformity metric

§ principal component (PC) analysis
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𝑈𝑛𝑖𝑓 ≃ 𝑓*0!1 concat
2

𝑒2
𝑒2 ∶ 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 𝑜𝑓 ℎ32 𝑟𝑜𝑤

20



Diversity Constraint Satisfaction

o Variety of generated datasets o Alignment between generated datasets 
and constraints

2. Proposed methods
● Evaluation Metrics

• Inter-Instance Diversity

: diversity among instances

§ uniformity metric

§ principal component (PC) analysis

• Intra-Instance Diversity

: diversity within individual attributes

§ entropy

• Unary constraint satisfaction

• Binary constraint satisfaction

𝐼 ∶ 𝑎 𝑠𝑒𝑡 𝑜𝑓 𝑢𝑛𝑖𝑞𝑢𝑒 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 𝑜𝑛 𝑎 𝑐𝑒𝑟𝑡𝑎𝑖𝑛 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒

ℋ = −S
! ∈5

𝑝! ∗ log 𝑝!

𝑝! ∶ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑒𝑎𝑐ℎ 𝑑𝑖𝑠𝑡𝑖𝑛𝑐𝑡 𝑣𝑎𝑙𝑢𝑒 𝑖
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𝜌 =
1
𝐾* S

6,
* ∈7*

1 Ψ 𝑐+*
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o We evaluated the generated datasets using various backbone LLMs and existing public datasets 
while keeping both the framework and the evaluation metrics fixed

3. Experiment Results
● Experimental Setting

Expert

Pre-trained 

LLMs

Synthetic 

dataset

Datasets from ECP framework

Existing public datasets

ü Credit Card Payment
ü Loan Approval Data
ü Luxury Loan
ü Bank Loan

ü KoGPT
ü ClovaX
ü LLAMA 2-Chat
ü GPT-3.0
ü ChatGPT-3.5/4.0

Public

dataset

realistic?

24



o Dataset generated through our approach is comparable in diversity to existing datasets 
o ChatGPT-based series outperformed other LLMs
o Robustness of our framework in generating multilingual datasets

3. Experiment Results
● Evaluation results - diversity

[ Table 2 ]
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o Close to 1.0 indicates strong adherence to these constraints

o Datasets generated by GPT series demonstrate strong alignment with unary constraints
o Binary constraints lower than unary constraints

o A need for further development for understanding the complex operations and calculations of the current 

LLMs

3. Experiment Results
● Evaluation results - constraints satisfaction

[ Table 5 ]
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o Our approach increased instance and attribute diversities but slightly decreased binary and numerical 

diversities
o These adjustments were necessary to improve constraint satisfaction through ECP

o This demonstrates the effectiveness of our ECP framework in balancing diversity with realistic dataset 

adjustments

3. Experiment Results
● Ablation study

[ Table 6 ]
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o Schema calibration ℎ( !𝑆),  unary constraints 𝐶C, binary constraints 𝐶D

o The highest average values of 𝜌 and 𝜏 are achieved when all components are utilized across all 
combinations 

o The average constraint satisfaction decreased by 23.91% (from 0.92 to 0.70E) when both constraints were 
removed, whereas the average decreased by only 2.17% (from 0.92 to 0.90‡) when schema calibration was 
removed

3. Experiment Results
● Ablation study

[ Table 7 ]
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4. Application: Today’s mini diary

Expert

Pre-trained 

LLMs

Synthetic 

dataset

Train, fine-tune with synthetic tabular datasets

• Ensuring data privacy 

and compliance with synthetic data

Performance Evaluation
• Latency optimization

• Quality assurance test

Synthetic Dataset Design

• Diverse financial scenarios

• Exclusion from privacy regulations

• Realistic attributes for customer 

behavior modeling

● Develop an LLM-powered financial service

Expertise-Centric Prompting Framework
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5. Future work

LLM Safety and Privacy Issue

o Integrating guardrail technologies to prevent sensitive data output, enhancing robustness 

and security

o Prevent  risks of harmful content or training data leakage in LLMs

Customize evaluation metrics in framework

o Tailored aspects for target dataset

o Apply customized formulas for constraint satisfaction validation

§ Constraint satisfaction evaluation metrics potentially cover more real-world 

arithmetic formulas, conceptual relationships, and specific statistical distributions
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