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Abstract Compiling together spatial and temporal modules via a unified framework, Spatio-Temporal
Graph Neural Networks (STGNNs) have been popularly used in the multivariate spatio-
temporal forecasting task, e.g. traffic prediction. After the numerous propositions of man-
ually designed architectures, researchers show interest in the Neural Architecture Search
(NAS) of STGNNs. Existing methods suffer from two issues: (1) hyperparameters like
learning rate, channel size cannot be integrated into the NAS framework, which makes
the model evaluation less accurate, potentially misleading the architecture search (2) the
current search space, which basically mimics Darts-like methods, is too large for the search
algorithm to find a sufficiently good candidate. In this work, we deal with both issues
at the same time. We first re-examine the importance and transferability of the training
hyperparameters to ensure a fair and fast comparison. Next, we set up a framework that
disentangles architecture design into three disjoint angles according to how spatio-temporal
representations flow and transform in architectures, which allows us to understand the
behavior of architectures from a distributional perspective. This way, we can obtain good
guidelines to reduce the STGNN search space and find state-of-the-art architectures by
simple random search. As an illustrative example, we combine these principles with random
search which already significantly outperforms both state-of-the-art hand-designed models
and recently automatically searched ones. 1
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runnable without modifications. We also include a runnable sequential version of the code that
we also report experiments in the paper with.

• Did you include the license of the datasets? [N/A] Our experiments were conducted on publicly
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(c) Did you discuss any potential negative societal impacts of your work? [Yes] This has been

discussed in the Section Broader Impact Statement.
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https://automl.cc/ethics-accessibility/ [Yes]

2. If you are including theoretical results. . .

(a) Did you state the full set of assumptions of all theoretical results? [N/A]
(b) Did you include complete proofs of all theoretical results? [N/A]

3. If you ran experiments. . .

(a) Did you include the code, data, and instructions needed to reproduce the main experimen-
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(c) Did you include scripts and commands that can be used to generate the figures and tables
in your paper based on the raw results of the code, data, and instructions given? [Yes]

(d) Did you ensure sufficient code quality such that your code can be safely executed and the
code is properly documented? [Yes]

(e) Did you specify all the training details (e.g., data splits, pre-processing, search spaces, fixed
hyperparameter settings, and how they were chosen)? [Yes]

(f) Did you ensure that you compared different methods (including your own) exactly on
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(j) Did you perform multiple runs of your experiments and report random seeds? [Yes]
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gpus, internal cluster, or cloud provider)? [Yes]
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(e) Did you discuss whether the data you are using/curating contains personally identifiable

information or offensive content? [N/A]
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