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ABSTRACT

The hyper-parameter settings of different optimizers, including learning rate and
weight decay, are provided in this supplementary file.

A. THE HYPER-PARAMETER SETTINGS ON CIFAR100/CIFAR10

We First introduce the hyper-parameters of different optimizers on CIFAR100/CIFARI1O.
We tune the LR and WD of all optimizers by grid search. The learning rate is
tunned from {le=* 5e7% 1e73 5¢73,1e72,5¢72,0.1} and weight decay is tuned from
{1e=%,5e7%,1e73,5¢73,1e72,5¢72,0.1,0.5}. Then we choose the best combination of learn-
ing rate and weight decay for all optimizers. Table |l| shows the final hyper-parameter settings for
different AdaGrad methods cf. of Section 4.1.1 in the main paper. Meanwhile, Table [2] shows the
final hyper-parameter settings for different optimizers cf. of Section 4.1.2 and 4.1.3 in the main paper.
Other hyper-parameters are set to be the default settings.

Table 1: Settings of learning rate (LR), weight decay (WD) for different AdaGrad Methods on
CIFAR10/100.

Methods LR WD
L2WD 0.01  0.0005
DWD 0.01 0.05

LRR+L2WD | 0.001  0.0005
LRR+DWD | 0.001 0.5

Table 2: Settings of learning rate (LR), weight decay (WD) and WD methods for different optimizers
on CIFAR10/100. Here, the WD methods include L» regularization weight decay (L» in short) and
weight decouple (decouple in short).

Optimizer | SGDM  AdamW  RAdam  Adabelief Adagrad Shampoo AdaGradW ShampooW

LR 0.1 0.001 0.001 0.001 0.01 0.001 0.001 0.001
WD 0.0005 0.5 0.5 0.5 0.0005 0.0005 0.5 0.5
WD method Lo decouple decouple decouple Lo Lo decouple decouple

B. THE HYPER-PARAMETER SETTINGS ON IMAGENET

We then introduce the hyper-parameters of different optimizers on ImageNet. We refer to the strategies
in|{Zhuang et al.|(2020) to tune the LR and WD on ResNet18 and ResNet50, respectively. The final
settings are described in Table[3|cf. of Section 4.2 in the main paper. Other hyper-parameters are set
to be the default settings. Meanwhile, we plot the training and validation accuracy curves in Figure/[T}
from which we see that the proposed LRR technique can largely improve the final performance.
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Table 3: Settings of learning rate (LR), weight decay (WD) and WD methods (L» and decouple) for
different optimizers on ImageNet.

Optimizer SGDM AdamW  RAdam  Adabelief Adagrad Shampoo AdagradW ShampooW
ResNet 8 LR 0.1 0.001 0.001 0.001 0.01 0.001 0.001 0.001
WD | 0.0001 0.1 0.1 0.05 0.0001 0.0001 0.1 0.1
ResNet50 LR 0.1 0.001 0.001 0.001 0.01 0.001 0.001 0.001
WD | 0.0001 0.1 0.05 0.1 0.0001 0.0001 0.1 0.1
WD method Lo decouple decouple  decouple Lo Lo decouple decouple
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Figure 1: Training and validation accuracy curves of AdaGrad, AdaGradW, Shampoo and ShampooW
on ImageNet-1k with ResNet18 and ResNet50 backbones.
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