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1. Introduction
Early detection of age-related conditions, partic-

ularly osteoporosis, remains a significant challenge
in healthcare, with current screening methods of-
ten being costly, invasive, or inaccessible to many
populations. Recent advances in deep learning and
medical imaging analysis suggest that retinal im-
ages may contain valuable biomarkers for various
systemic conditions[1]. We hypothesized that fea-
tures extracted from retinal images using the RET-
Found model could serve as effective biomarkers
when combined with demographic information for
osteoporosis screening.

2. Methods
We analyzed retinal images from the UK Biobank

dataset using the RETFound deep learning model,
a foundation vision transformer architecture orig-
inally designed for general retinal image analysis
[1, 2]. The model was trained to extract meaning-
ful features that could serve as potential biomarkers.
Our approach integrates image features with tabular
patient data to enable non-invasive early detection of
osteoporosis risk.

2.1 Dataset
Using a carefully balanced dataset of retinal im-

ages with matched sampling based on age and gen-
der, we ensured robustmodel trainingwhile control-
ling for key demographic confounders. The data set
was divided into training and testing sets with an 8:2
ratio, maintaining class balance in both sets.

2.2 Model Architecture
Our framework consists of three main compo-

nents: a RETFound-based visual feature extractor
with partially frozen weights, a tabular data process-
ing branch using a multi-layer perceptron (MLP),
and a fusion module combining visual and tabular
features for final prediction.

2.3 Evaluation
Model performance was evaluated using ROC

analysis, sensitivity, specificity, and accuracy met-
rics. Three different thresholdingmethods (Youden,
Distance, Default) were compared for optimal per-
formance. Additionally, we compared our ap-
proach with the Osteoporosis Self-Assessment Tool
(OST), a widely adopted screening method in clini-

cal practice[3].

3. Results
The combined model demonstrated strong pre-

dictive performance with an AUC of 0.76. Using the
Youden threshold (0.54), the model achieved a sen-
sitivity of 0.87 and specificity of 0.57, with an overall
accuracy of 0.72. The confusion matrix showed 46
true positives and 31 true negatives in the test set.
Ourmulti-modal approach achieved superior per-

formance (AUC 0.76) compared to both image-only
(AUC 0.62) and tabular-only baselines (OST score,
AUC 0.60). Notably, the integration of demo-
graphic data with imaging biomarkers significantly
improvedmodel performance compared to using ei-
ther data source alone.
External validation using PIONEER and Singa-

pore datasets is ongoing to confirm generalizability
across diverse populations.

4. Conclusions
Our study successfully identified novel retinal

imaging biomarkers using the RETFound deep
learning model. The strong performance metrics
suggest these biomarkers, when combined with de-
mographic information, could serve as valuable
tools for assessing osteoporosis risk.
The model successfully identifies retinal

biomarkers associated with osteoporosis while
maintaining robustness across demographic groups.
Our results suggest that deep learning-based retinal
image analysis, when combined with basic patient
metadata, could serve as an effective screening
tool for osteoporosis, potentially enabling earlier
intervention and improved patient outcomes.
Future work will focus on external validation, in-

vestigation of the biologicalmechanisms underlying
these imaging biomarkers, and prospective clinical
studies to evaluate real-world utility.
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Appendix A. Model Performance Details

A detailed comparison of different models and set-
tings is provided in Table A1.

Table A1: Performance Comparison of Different
Models and Settings

Model Test Cohort Additional
Data

AUC

OST Score Balanced — 0.54
OST Score Unbalanced — 0.60
RETFound Balanced Images only 0.62
RETFound Unbalanced Images only 0.62
RETFound Unbalanced Images + De-

mographics
0.76
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