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A Experimental Results

A.1 Additional Details of Experimental Setup

Baselines: For fair comparisons with other methods, we either use the best results reported in
the paper or retrained models with optimal hyper-parameters described by the papers. Details of
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Figure 4: Comparison of Activated Channel Maps. Comparison of Activated Channel Maps of a
normally trained model, robust teacher and student trained with the proposed method. The x-axis of
figure represents channel number of a specific layer and y-axis represents ACM value. Our method
makes ACM of student similar to the robust teacher.

comparison for all the experimental results in the main text are as follows. For Table 1, we take
clean accuracy and auto-attack results from [2]] and PGD-100 results are the best PGD attack reported
results (with the same or similar setting as ours) taken from the respective papers. For Table 2, we
take Shafahi et al. [11]], Wong et al. [12]]’s reported results and evaluated our model with the same
settings of PGD attack. For Table 3, we train the same models with PGD7-AT [&]], RKD [4]] and our
method. For PGD7-AT and RKD, we use optimal hyper-parameters reported in the papers. For Table
4, we train the same models with PGD7-AT [8]], and our method and evaluated all models with the
same settings of PGD attack. The size ratio is computed based on the number of trainable parameters
of the student to the trainable parameters of teacher. The purpose of Table 5 is a comparison of
our method with IGAM [[]] under transfer learning settings. We used PGD7-AT and normal results
reported by them. Unlike them, however, results of our method are mean of five repetitions. For
Figure 3, we train the same models with the same proportion of data with PGD7-AT and our method.

Adversarial Training: We use standard PGD-7 Adversarial Training with the step size of 2/255
and € = 8/255.

Teacher Models: We use four teachers in the paper. For most of our CIFAR experiments, we use a
WideResNet-28-10 trained by Gowal et al. [5]]. For some experiments, we also use WideResNet-34-20
trained on CIFAR-10 by Gowal et al. [5]] and WideResNet-28-10 trained on tiny ImageNet trained by
[6]. For ImageNet experiments, we use ResNet-50 provided by [10].

Student Models: Student models share all the architectural design of respective teachers e.g. if
teacher model by Gowal et al. [3] uses Swish activation function, student models also uses Swish
activation. For main CIFAR-10 experiments, we use WideResNet-34-10 following many relevant
works like Zhang et al. [13]], Chan et al. [1]], Pang et al. [9]], etc. We also use students with different
widths (20, 10, 5, 1) and depths (34, 28, 22, 16, 10). For ImageNet, we use ResNet50 following
(L1, 12].

Optimizer Setting: For CIFAR experiments, we use SGD with Nesterov momentum 0.9, initial
learning rate of 0.1, cosine annealing learning rate decay without restarts, weight decay of 5 x 10~*



and a batch size of 128. For ImageNet, the model is trained for 120 epochs by SGD with a momentum
0.9, weight decay of 5 x 1075, batch size of 2048, initial learning rate of 0.8, and cosine learning
rate decay. We also use a gradual warmup strategy that increases the learning rate from 0.16 to 0.8
linearly in the first 5 epochs.

Augmentation: All the experiments of our method use Mixup augmentation with coefficient 1
for CIFAR and 0.2 for ImageNet; unless mentioned otherwise. For CIFAR, we also use standard
augmentation: randomly cropping a part of 32 x 32 from the padded image followed by a random
horizontal flip provided by PyTorch. For ImageNet, we do two experiments: one with only mixup
and one with mixup and random augmentation.

Hyper-parameter Selection: Our method adds a new hyper-parameter o.,,,. Two other hyper-
parameters of our loss are ;g and temperature . The selection process for them is detailed in
Section For aycem, we use ablation study to find optimal range of .., and all of the other
experiments are done with age, € {2000, 5000} and best results are reported.

Compute Infrastructure: We train CIFAR models on one NVIDIA Tesla V100. For ImageNet, we
train models in a distributed fashion using 32 GPUs in the cloud.

A.2 Activated Channel Maps

Our method transfers robustness by matching Activated Channel Maps
(ACMs) of robust teacher and student on natural examples. To get Ac- c

tivated Channel Maps, we first get an output of a model at a specific layer

called activations .A. These activations are then passed through a mapping "
function to get activation maps: a; = g.(.4;) and normalized with the A

magnitude. This process is illustrated in Figure[5} The size of activated #
channel map is equal to number of channels in a layer e.g. if activation l

has a size of A; € RE*H*W then activated channel maps shape willbe g, O

a; € RC X1x1 l

We show Activated Channel Maps of three different blocks of a normally @ EEEEEC:D:ED
trained WideResNet-16-10, a robust teacher WideResNet-28-10 and a Activated Channel Map

student WideResNet-16-10 trained with our method in Figure ] The

maps are generated on 500 natural examples of CIFAR-10 test set. The Figure 5: Mapping func-
Figure shows an average of maps produced on all the examples and sorted ~tion g is applied channel-
in ascending order. The z-axis in the Figure represents channels and the Wwise to get the Activated
y-axis represents the Activated Channel Map values. The distribution of Channel Maps (ACM).
Activated Channel Maps of our method is spectacularly similar to the

robust teacher.

A.3 Limitation of Proposed Method for Distillation

We show results for distillation with different settings in the paper. To see the limits of our distillation
method, we perform an experiment where we progressively reduce the number of channels and
layers of the student. The results are shown in Figure[6] For individual values and comparison with
PGD7-AT, please see Table[I0]

We observe that our method works well for a compression ratio of > 0.1 (student has 0.1 x teacher’s
trainable parameters). We also observe that robustness transfer deteriorates significantly if depth or
width is reduced significantly (e.g., depth reduced from 28 to 10; width reduced from from 10 to 1).
The degradation based on width can be attributed to the transformation function and we expect that
other functions may work better. The depth degradation may be due to the representational capability
of the student model. We leave further investigation of this for future work.

A.4 Ablation Studies

A4.1 Effect of Individual Components

To see the effect of individual components of our proposed method, we perform an experiment where
we switch different components. The results are shown in Table[6]
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(a) The figure shows effect of decreasing number of layers and number of channels on accuracy and robustness for
our method. The teacher model is a robust WideResNet-28-10 and student models are WideResNet-Depth-Width.
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(b) The figure shows compression ration vs accuracy and robustness for our method. The dotted red line
represents compression ratio of 0.1. Our method works in transferring robustness beyond this point except for
dips caused by WideResNet of depth 10.

Figure 6: Limits of Distillation. Plots show limits of our method in distilling a large teacher model’s
robustness to a small student model without adversarial training.

Table 6: Impact of Individual Components. Impact of different components of our proposed
distillation method. We use WideResNet-34-10 as student following Table 1 in the main text.

Std. Setting | w/o KD | w/o Mixup | Only ACM | Only KD
Mapping Function (g.) v v v v
Teacher Soft Labels v v v
Mixup v v
ACM Loss v v v v
Accuracy 90.76 92.50 91.17 92.87 89.38
Robustness 56.65 52.29 49.53 48.38 0.21

In summary, ACM loss alone can transfer significant robustness from the teacher; the addition of
soft labels and mixup further improves this transfer. Specifically, robustness with only ACM loss
is 48.38%, the addition of soft-labels improves it to 49.53%, the addition of mixup improves it to
52.29%, and the addition of both of these components make final robustness to 56.65%. Also, note
that only soft labels are not enough to transfer robustness in this case, as shown by KD Only column.
This is in line with the observations of Goldblum et al. [4].

A.4.2 Role of Intermediate Features

To understand the role of low, mid, and high-level features, we performed experiments on CIFAR-10
by progressively changing blocks used for distillation. For this ablation study, we kept all the standard
settings reported in the Section A.1. Our correspondence of blocks and features is as follows: block
2: low-level features; block 3: mid-level features; block 4: high-level features. Please note that block
1 corresponds to the output of the first layer only. Therefore, we do not call it low-level features. The
results are shown in the Table[7l



Features Used Accuracy Robustness
Low-Level (2) 86.36 17.24
Mid-Level (3) 88.30 39.37
High-Level (4) 91.18 33.13
Low+Mid Level (2+3) 88.15 41.92
Mid+High Level (3+4) 90.69 52.79
First Layer Only (1) 86.00 0.31

No First Layer (2+3+4) 90.69 56.15
All Features 90.76 56.65

Table 7: Impact of of using different intermediate features on clean accuracy and robustness of
student.

As shown in the Table [/, mid-level features play a more important role in robustness transfer and
high-level features play a crucial role in accuracy transfer. The robustness of the student is 39.37%
when we only use mid-level features, but it decreases to 33.13% when high-level features are utilized
alone. On the other hand, clean accuracy improves when we only use high-level features: 88.30%
with mid-level compared with 91.18% with high-level features. In addition, a combination of mid
and high-level features is enough to get close to optimal robustness and accuracy. But the addition of
low-level features improves robustness even further.

Apart from these low, mid, and high-level features, we also used the output of the first layer in the
proposed loss function. Our experiments above show that the improvement brought by first layer
distillation is relatively small. Specifically, the addition of the first layer in the above-mentioned
experiments brings < 1% improvement for robustness.

In summary, all level features (low, mid, high level) improve robustness and accuracy. However,
mid-level features seem to be more critical for robustness and high-level features for accuracy.

A.4.3 Comparison of Losses

The purpose of ACM loss is to match activated channel maps of teacher and student. It is possible to
distill robustness by directly matching intermediate features of teacher and student. However, this
direct way of distillation overlooks differences between the teacher and the student such as structure,
number of channels, size of activations, how and on what data teacher is trained, etc.

To see the effect of directly distilling the intermediate features, we also have conducted an ablation
study comparing direct distillation (¢5-loss) with ACM-based distillation while progressively increas-
ing differences between the teacher and the student. We have kept all the standard settings (Section
A.1) and used similar settings for direct distillation for a fair comparison.

The results are reported in Table[§] When teacher and student are similar, ACM performs slightly
better than direct distillation (56.65% vs. 56.12%). However, when the number of channels of teacher
and student is different, the performance gap increases (48.75% vs. 44.95%). This gap increases
further when both channels and the number of layers are different (47.18% vs. 41.90%). A similar
gap is also visible in terms of clean accuracy for all these cases.

To further explore the effect of this difference, we also performed one experiment under transfer
learning settings for CIFAR-100 (Table 5 in the paper). Here, the teacher is trained on a different
dataset (ImageNet), so the difference between the two models is larger. The performance gap is also
wider. ACM outperforms direct distillation significantly (clean accuracy: 65.69% vs. 57.86% and
robustness: 24.14% vs. 16.20%).

A.4.4 Effect of ayer,

The only extra hyper-parameters introduced by our algorithm is the weight of ACM loss (g ). To
see the effect of oy, We perform an ablation experiment with WideResNet-34-10 as student. To
avoid any confounding effect of other factors, we use only ACM loss in this experiment. The results
are shown in Figure [7(a)}

In summary, the clean accuracy of the model is less sensitive to a4y, compared with robustness. For
instance when we vary the values of a4y, from 100000 to 100, the clean accuracy changes from 94



Method Teacher Student Accuracy Robustness
Distillation for CIFAR-10

Full WRN28-10 WRN34-10 89.98 56.12
MixACM  WRN28-10 WRN34-10 90.76 56.65
Full WRN28-10  WRN28-5 88.46 44.95
MixACM  WRN28-10 WRN28-5 90.26 48.75
Full WRN-34-20 WRN16-10 84.27 41.9
MixACM. WRN-34-20 WRN16-10 86.31 47.18
Transfer Learning for CIFAR-100
Direct WRN28-10 WRN34-10 57.86 16.20
ACM WRN28-10  WRN34-10 65.69 24.14

Table 8: Effect of using direct loss vs. MixACM loss on distillation and transfer learning.
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(b) Effect of a1 and temperature «y on accuracy and robustness. The dotted red line represents training without
soft labels (i.e., axiq = 0).

Figure 7: Hyper-parameter Selection. Comparison of three different hyper-parameters on accuracy
and robustness.

to 92 while robustness changes from 50 to 30. The value of oy, also acts as a trade-off between
clean accuracy and robustness.

A.4.5 Effect of a4 and temperature

Our proposed method uses soft labels with KLD loss [7]]. This loss has two hyper-parameters: a;q
and temperature y. We select best values of these hyper-parameters with an experiment where we set
Qqem = 5000 and tried three different settings of these two parameters. The results are reported in
Figure[7(b)} The student is a WideResNet-34-10. We select best values: aq = 0.95,y = 10. We
use these hyper-parameter values for all of our experiments.



Table 9: Effect of different transformation functions for robustness transfer from robust WideResNet-
28-10 to WideResNet-28-5.

Teacher Transform | Student Transform | Accuracy | Robustness
None Adaptive Max Pool 89.92 46.41
None Adaptive Avg Pool 90.04 46.27
None Affine 88.86 30.27
Adaptive Max Pool None 90.26 48.75
Adaptive Avg Pool None 89.99 42.01
Affine None 88.39 23.51

Table 10: Distillation with Different Size Ratios. The table shows result of distillation from a
large teacher to a progressively small student. Size ratio is ratio of number of trainable parameters
in student to teacher. Our method works well to reduce teacher size 10x. However, significant
compression of depth and width causes a sharp deterioration of performance.

Teacher Student Size Ratio PGD7-AT Ours
Acc.  Rob. Acc.  Rob.
WRN 28-10  WRN 28-10 100% 84.17 49.23 90.48 54.05
WRN 28-5 25.04% 83.90 47.74 90.26 48.75
WRN 28-1 1.01% 78.89 4827 83.86 8.67
WRN 22-10 73.5% 84.26 49.29 90.40 51.23
WRN 22-5 18.40% 83.73 4893 8949 46.16
WRN 22-1 0.75% 78.36 47.57 82.74 5.81
WRN 16-10 46.92% 8390 47.55 8993 48.09
WRN 16-5 11.76% 83.51 48.11 88.96 36.95
WRN 16-1 0.48% 75.69 4446 7990 245
WRN 10-10 20.38% 7859 4441 8631 6.54
WRN 10-5 5.12% 78.16 44.04 82.82 341
WRN 10-1 0.21% 67.11 38.85 66.65 1.15

A.4.6 Comparison of Transforms

Our method requires a transformation function applied on Activated Channel Maps if teacher and
student have different number of channels. For this purpose, we compare performance of three
different transformation functions: a fully connected layer, an adaptive average pool function or
adaptive max pool function. We applied these functions under two settings: applied on teacher’s
activated channel maps or applied on student’s activated channel maps. The results are shown in
Table

B Theoretical Results

This appendix has full proofs for results in Section 4. The order is as follows. We first prove that the
population adversarial error can be bounded above by the sum of an empirical adversarial loss and
a distillation loss. Then we consider a binary classification task with the logistic loss function and
prove that the distillation loss can be approximated by the mixup augmentation based loss.

B.1 Proof of Theorem 4.1

Theorem. We consider task of mapping input v € X C R% to label y € Y = {1,2, ..., K}. Denote
the training data as D = {(x1,y1), ..., (Tn, Yn) }, where each data point is sampled from a ground
truth distribution P. The goal is to learn a classifier f : X — R from a hypothetical space F. Let
L(f(z),y) =1—¢y (f(:v)7 y) be the loss function, where v > 0 is the temperature and

r _ eXp(f(x)y/'Y) .
A9 = S o F )




Suppose a classifier f is decomposed into g o h, where h € H is a feature extractor and g € G stands
for the top model. We considered supervision of a teacher feature extractor h™ (x) trained on same
or similar dataset. Then, with probability 1 — 0, for any f € F,

E[ max Hi(o+6) #y}] <20(.D)+ 8 Fa(£,D) + AR (Wp) 4 0 —|—6 25 )

ll61l oo gl 2n

where Ry is the Rademacher complexity, U1 = { max s <c L(go hT (z +6),y): g€ G} and

n

N 1
1S - f 7 T 7 .
Lais(f, D) = nggg |\§|leax |f(zi+6) —goh”(z; + 6)|

Proof: Denote the adversarial loss with e-bounded /. adversarial attacks as

L(f(x),y) = ||§ﬂli)ieL(f(x +4),y)-

Let j € {1,...,log,(n)} and 7; = 2277, Here, for simplicity, we assume log,(n) is a positive
integer. Then, we denote the following classes of functions U7 = {L(g o hT(z),y) : g € G} and

- 1 - -
Uy = {L(f(x),y) : inf =" [L(f(2),5) — L(g o " (1), 03)| < 75}
1
By the classical generalization bound with the Rademacher complexity, with probability at least 1 — 4,
forany L € ¥},
2
2/ 2

n

where

n

Re(V;) = l]Ea[~sup ZsiL(f(a:i),yi)}
n L(f)eY; j=1

Furthermore, we have

Rs(T,;) = lIEE sup inf Zali(f(xz),yz)}

= Fel | sup inf > ei(L(f(xi), yi) — L(g o k" (x:),5:) + Lg o hT(xi)»yi))}
L(fyew; 95952

1
< —E.[ sup lnfmax\ez|Z|L 0wi) = Llg o W7 (1), )|
ntE(pew; 989 T i=1
+ E [sungz (gohT(x), yl)]
gégz 1

< 7, +Rs(Tp).
Plugging the upper bound of Rg(¥;) into ( . we have with probability at least 1 — 4,

2/

o 3)

E[L(f(x), ZL ),5i) + 27 + 2Rs(Vp) + 3

Then the inequality (3 holds for all f € F and j with probability at least 1 — log,(n)d. Given f,
then for any g € G,

*Z|L — E(goh"(x:),m)] < 2.



This implies that for any given £, there exists j € {1,...,log,(n)} such that L(f(z),y) € ¥;. We
select the smallest j that satisfies

n

1. - - 1 B
7 > —inf Y |L(f(2:),5:) — Llg o B (i), wi)| > 57~ gl-loga(n)
Then

Tj_— 1an|L L(goh™(x )yl)‘

E[L(f(z),y)] < %Z L(f(x

£ |L(f — L(goh™ (), 4
N (g0 %) 1)
2
+2R5(¥r) +3 2/ “)
with probability at least 1 — 4. In addition,
L(f@)y) < max |L(f(@).y) = Ligo k" (@),9)] + Lig o " (@).y),
Ligoh"(@)y) < max |L(f(2),y) = Llgo h"(2).y)| + L(f(@).v).

So we have

BLG@w)] < Y HG

n

4
+— inf max |L(f(x; +6),y;) — L o hT(x; +6),y;
n b2 e R )s4i) — L(g o h™( ), vi)]

+2Rg(Vr) + 3\/7

Next we show the relationship between the adversarial accuracy and E [i( f(x),y)]. The adversarial
loss function L can be rewritten as

~ max Zk;ﬁy exp (f(:C + 6)’6/7)
lolloc<e Y g iy €xP (f (@ + 6)k/7)

1
= max
l13]l0o <e exp (f(a+0),/7)

1+
sy exp (£ (@4+8)1/7)

1
6l <e 1+ exp (f(z +0)y /7 — (S ey XP(f (@ + 0)5/7)))

= max U(M+ln(Zexp(w))>, 3)

| oo <€
3l v =

where o is the sigmoid function. Notice that ¢ is a monotonically increasing function and

In ( Z exp )) > max M
iy k#y Y

Then we have

- flz+9) [z +0)k
Wi 2 o o= T g D)

(6)



If there exists ¢ such that f(z + ), < maxy, f(x + ), then

max a( - 7}”(37 i 6)y + max 7‘]0(% + 6>k
6]l oo <€ Y k#y Y

In contrast, if for any 6, f(z + J), > maxyzy f(z + 0)k, then

1
)2 5 e 1S +8)y < o f(e+0)e). (D)

f(z+9) f(x+0)k
a(—#y-kr’gl%(f) 2H(f(m+5)y§r]£1£;<f(:c+5)k). ®)
Combining (7) and (8],
2L(f(@),y) = max I(f(w+0), < max (e + ). ©)

According to (@) and (9), we have

P[{(z,y) 239, |I0]loe < €.t glx+9) # y}]

= E[ max I(f(z+0), < maxf(z+8)u)]

2E[fi(f( ):y)]
*ZL 16

T
n;relgz ‘g‘rﬂax ‘L (x; +96),y:) —L(goh (xi+5),yi)|

IN

IN

2/
2n
with probability at least 1 — §. According to [3]],

P[{(z,y) : 36, [|6]lcc < € s.t. Gz +0) # y}]
St

8
— inf x |f(zi+6 ohT(x; +0
Y 926 £ 5] <e [ (i +0) =g o b (wi +9)

+4Rs(¥r) + 64/ 22/

B.2 Proof of Theorem 4.2

+4Rg(V7) + 6

IN

In this section, we start with a binary classification task and logistic regression. Denote

fola) =07, gUo@) = Tramyy: MUo(e)) = log (1+ exp(fo(a).

Then the loss function L can be rewritten as
L(fo(x),y) = h(fo(x)) — yfo(z).
Notice that ||| < €implies ||§]|2 < ev/d, and therefore

Hgﬁl:éeL(fe(w)w) < HgﬁlgfﬂL(fe(w%y)y

where d is the dimension of the input z. The standard empirical loss function can be written as

L(fs,D ZL fo(x:),:) Zh fo(xi)) = vifo(xi),

10



where D = {(x;,y:),% = 1,...,n}. For a given ¢ > 0, we consider the adversarial loss with
lo-attack of size eV d, that is,

n

~ 1
L(fo,D) = — i+ 0;) =
(fo,D) n 2 H&I\E?e(f L(fo(xi

3\>—‘

Z-z/ f0 Xz yz

Consider the data-dependent parameter space:
0 = {0eR:y;fo(xi)+ (yi—1)fo(xi) >0,
and |y; — g(fo(x:))| < Blyi — 9(fo(xq))|, foralli =1,...,n}.
The first inequality considers the zero training error (0-1 loss). That is fp(x) > 0 when y = 1 and

fo(x) < 0if y = 0. The second inequality constraints the distillation, i.e. g(fy(x;) is closed to the
soft label given by the teacher model. Now we are ready to state the following theorem:

Theorem. Suppose there exists a constant ¢, > 0 such that ||x;||z > c,Vd foralli € {1,--- ,n}.
Then, for any 6 € ©, we have

E(fa,'D) + aZ(vapdis) < Emzx(f@vp) + a»cmiz(faapdis);

where the size of the adversarial attack € is

1—
€= Taﬁﬁcg}R Ey p[1—Al, with R= ie{r{l}.r.l,n} | cos(6,x;)],
and the distribution 15>\ is
Py(\) = iﬁBem(a +1,8)+ f_BBeta(ﬁ +1,0).

Proof: By the second order Taylor approximation

L(fola+8).9) ~ L{fof@).) +07 L L(fola).) + 267 =2 L(fola). )5
Note that
D L(a)) = o (W)~ uo(a)
— M) g fole) ~ vy fola)
= 9(fo(z ))9 yo
= (9(072) —y)o
and
SO Lol y) = g (o)) — yo(a)
— @) o)
= ralha(e)e”
= g(0"2)(1—g(0"x))00".
So we have

L(folx +0),9) ~ L(fol@).y) + (9(6T2) —)675 + 59(672) (1~ 9(672)) (67 6)?

Furthermore
n

LGoD) ~ S L)y =S max L (g(0Tx) ~y.)07s,
=1

n i:1 ”61H2§5\/E

Q

+59(07x) (1~ 9(07x))(076)?)

=: %Z (fo(xi),yi) + 11
i—1
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Similarly, for the data Dyis = {(x:,¥}),y; = fL(xi),i =1,...,n},

n

; . ]‘ x T _v¥\oT 5.
£(fs, Dais) ZL folx),¥7) 1”5721f{(9(9 x;) = ¥7)070;
%g(eTXi)@ — g(@TXi))(GT&)Q}

= S Lol yi) + I
i=1

Therefore,

L(fo,D) + aL(fs, Dais) = %ZL(fe(Xz) yi) + — - Z (fo(xi)y;) + I + als.
=1 i=1

Furthermore
1y Te) — v )gTs
Li+al, < "2 l‘éir‘r;zﬁ((g(@ xi) = yi)0 51)
+g max ((g(@Txi)—yf)GT(Si)

n i=1 H57H2S€\/E
n

+(1+ Cu)i Z max _g(0"x;)(1— g(0"x;))(076;)>

2n = |16:]|2<evd
aeVd & "
- ; 1907 x:) =y [116]l2

oA~ Ty
= S D ll07x) —willolk +

FUF )3 96T x0) (1 907 x0) 1615

i=1

Next we shall bound £(fs, D) + aL( fe, Dgis) by mixup augmentation. Consider the following loss:

Limia(fo,P) = 5 ZZEANPA (fo(xi5(N), yis (M1,

11]1

Emiw(f@apdis) = n2 ZZ]E/\NPA f9 XU(/\))’yrj()‘))]’
=1 5=1

where Py is a Beta distribution Beta(«, 3), yij(A) = Ayi+(1=N)y; and y3;(A) = Ay; +(1-N)y;.
We start with L. (fo, D):

1
7

Lmiz(fo,D) = APy [0 T %35(N) = yi (M) T x5(N)]

2 E
% Z]EMPA{ h(0" xi5 (X)) = yi " xi; (V)]

(1= N[BT x;5(0) — y;0 %35 (V)] |
We introduce a 0-1 random variable B such that the conditional distribution of B given A is
P(B=1A) =X and P(B=0)=1-\
Rewrite L., (fg, D) as
1 n n
Loia(f0.D) = =533 Eawr {Eon { B0, (1) — 30 Txi5 (V)]
i=1 j=1

+(1 = B)[A(0 xi;(N) = ¥,0 xi;(V)] } }-

12



Notice that
A1 = NP7 (1= N)P! a

P(A,B=1)=P(B=1AP\) = = X
( )= ME) B(a, B) Bla+1,0)  a+p
AN =) N (1= NP B
P(A,B=0)=PB=0ANP\)= = X
WE=O=PE =0 =505 = B Carp
where B(, ) is the Beta function. Thus the marginal distribution of B is
B
(B=1)= 15 ad P(B=0)=

and the conditional distribution of A given B is
P(A\|B=1)=Beta(aw+1,3) and P(\B =0)=Beta(a, s+ 1).

Then we have

Lumiz(fo.D) = n2ZZE3{E>\\B{ (0" xi;(N) = yib "xi; (V)]

=1 j=1
+(1= B)[A0 %y (V) — ;6 Txi; (V)] | }
- % - jzl { T BEz\NBeta(a—H B) [h(@ Xij (A)) - Yie—rxij(/\)]

+a‘%ﬁE’\~Bm(a’B+l) [h(aTXij(/\)) - ijTxij(/\)] }
In addition, let
N =1-X~Beta(f +1,a).
So we can transform the random variable from A to A’ and have
Evbeta(a,5+1) [0 xi5 (X)) — ;0 xi5(N)]
= Exnet(sri,a) [1(07x5i(\)) = y;8 x5:(N)].
Plug this equation into L., (fs, D),

LD )P

=1 j=1

+O/%5EA~BW(§+1,Q) [R(0Txi;(N)) — yif " xi5(\)] }

Lmiz(fo, D) EBeta(a+1,6) [0 xi5(N)) — yif " x5(N)]

B % 2 Z Eyp, [1(0x55(N) — yif "xi; (V)]

i=1 j=1

where

Py(\) = aiBBeta(oH— 1,8) + afﬂ

To proceed further, we denote P, (z) as the empirical distribution of x induced by the training sample.
Then I5 can be rewritten as

Beta(5 + 1, a).

LoialfsD) = =3 Ear, By p, [0 O + (1 - N)x)
i=1

—inT()\xi +(1- )\)x)}

1 n
o 2 Bxr Brp, vi(7),
i=1

13



where v =1 — X and
Di(y) = BT (1= 7)xi +7%)) = yif " (1 = 7)xi +7%).
By the second order Taylor expansion,
Y1) = a(0) + O + 91 (017 + O°).
Furthermore,
Gi(0) = W (OTx)0T (x —x;) —yif T (x = x;)
= (9(07x:) — yi) 0" (x — %),

and
W) = KO x0T (x - x))

9(0™x:) (1 — g(0™x)) [0 (x — x,)]°.
Thus we have L,z (fo, D) = £ 3" | L(fo(xi),y:) + Is + Is, where

I; = /\NPA ZE"NP 9(07x;) — yi)HT(xfxi)],
I, = E,_ 501 ZEXNPN (0"x;) (1 — g(07™x,)) [0 (x — x;)]?].

Similarly, for the data Dy;s = {(xi,¥}),y; = f1(x;),i = 1,...,n}, the following decomposition
also holds: Lz (fo, Dais) = = >y L(fo(xi),y}) + Is + I, where

Is = E, p[1 Z]E:wp 9(07x;) —y)0" (x —x;)].

Therefore,

Loia(f0r D)+ 0Lonia(fo Dais) = = D0 LUfalxa).vi) + & D L falxi),v7)
i=1 i=1
+(I3 + OlI5) + (1 + OZ)I4.

For the term I3 + of5, we have

n

1 *
Izi+als = )\NP,\ EZ 1+04 x;) — yi'*ayi)@T(Eprn(x)—xi)
=1
1 n
= Bap =00 (et ey = 1+ a)g@x)0x
= Ev.pll Z yi +ay] — (1+a)g(07x,)[[16]|2]1x; 2| cos(8, x,)|
= E, 5[l Z lyi — g(07x:)| — aly? — g(07x:)[][10]]2]/xi]|2] cos(0, x;)]

1 n
> RicpVd dE, p[1 EZ 1—ak)|yi — g(6™x:)|[16]|2
1 n
> eV > A+ E)|yi — g(07x:)][16]l2
i=1
> 1 max (yi - g(@TXZ—))GT&i +2 max (y:‘ - g(HTxi)>0T5i.

n i=1 H67H2S€\/E n i=1 ”‘SLHZSF\/E
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Now we turn to Iy:

I = Byp (= V50 D (070 (1= g(07%0))0 B, [(x = x0) = x) 0

= E, 51— )\)Q]% Zg(GTxi)(l — g(QTxi))@—r (Ex~p, (xx") + xl-x;-r)ﬁ
i=1

1 . T T
> By (= M50 D g(0mx0) (1 - 9(67x0))0 xix] 0
=1
1 = T T
= R, (1= V- Y g(07x0) (1 - 9(67x0) 103
i=1
1 = T T
> @dg > g0 (1 9(0"x0) 613

i=1
n

g 0 x 1 g 0'x 2
- — § i - T 0 (51 .
n =1 Il i||2<_6\/g ( )( ( ))( )

Combining the results of Is + a5 and I, we know that Is + als > I} + al5. Furthermore, we have

E(fg,D) + ai(fé‘vpdis) S ﬁmm(f(%p) + aﬁmiz(fﬁapdis)~

O

Next we extend the above theorem to the case of neural networks with ReLU activation and max-
pooling. We still consider the binary classification task with the logistic loss and take fy(x) to be a
fully connected neural network with ReLLU activation function or max-pooling:

fg(!l?) = aTO'(WN,1 ce U(WQJ(Wlx))),

where o(+) is a nonlinear function that consists of ReLU activation and max pooling, each W is
a matrix, and a is a column vector: i.e., # consists of {W;,i = 1,..., W — 1} and a. According
to the derivatives of ReLU and max-pooling, the function fy satisfies that V2 fy(z) = 0 and
fo(x) = V. fo(x) T2 almost everywhere. Therefore a fully connected neural networks with ReLU
activation functions and max-pooling can be locally approximated by a linear function. By the results
of logistic regression, we have the following theorem:

Theorem. Suppose fo(x) = V. fo(z) "z, V2 fo(x) = 0 and there exists a constant c,, > 0 such that
xill2 > cavdforalli € {1,--- ,n}. Then, for any 6 € ©, we have

‘Z’(f97 D) + Oéf,(fg, Ddis) < £mix(f97 D) + aﬁmiax(f% Ddis)a
where the size of the adversarial attack € is

_1—ap
145

LRE, -[1—), with R= mi (Vs . %)l
RE, p 1= N, wi i [eos(V.fo(@). )

and the distribution ]5>\ is

Py(\) = aiﬂBeta(aJr 1,8)+ af—ﬁ

Beta(B+ 1, ).
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