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ABSTRACT

Do large language models (LLMs) solve reasoning tasks by learning robust gener-
alizable algorithms, or do they memorize training data? To investigate this ques-
tion, we use arithmetic reasoning as a representative task. Using causal analysis,
we identify a subset of the model (a circuit) that explains most of the model’s be-
havior for basic arithmetic logic and examine its functionality. By zooming in on
the level of individual circuit neurons, we discover a sparse set of important neu-
rons that implement simple heuristics. Each heuristic identifies a numerical input
pattern and outputs corresponding answers. We hypothesize that the combination
of these heuristic neurons is the mechanism used to produce correct arithmetic an-
swers. To test this, we categorize each neuron into several heuristic types—such as
neurons that activate when an operand falls within a certain range—and find that
the unordered combination of these heuristic types is the mechanism that explains
most of the model’s accuracy on arithmetic prompts. Finally, we demonstrate
that this mechanism appears as the main source of arithmetic accuracy early in
training. Overall, our experimental results across several LLMs show that LLMs
perform arithmetic using neither robust algorithms nor memorization; rather, they
rely on a “bag of heuristics”. E]

1 INTRODUCTION

Do large language models (LLMs) implement robust reusable algorithms to solve tasks, or are they
merely memorizing aspects of the training distribution? This distinction is crucial (Tdnzer et al.,
2022; Henighan et al., 2023): while memorization might suffice for limited problem sets, true algo-
rithmic comprehension allows for generalization and efficient scaling to new problems.

Arithmetic reasoning provides a lens for this investigation, as it can be solved using various methods:
learning known algorithms, developing novel approaches, or by memorizing vast quantities of input-
output pairs. Thus, we ask the following: Do LLMs implement robust algorithms to correctly
complete arithmetic prompts, similar to children learning vertical addition to add two numbers, or
do LLMs merely memorize the arithmetic prompts that appear in their vast training data?

Previous studies have made progress in identifying arithmetic mechanisms in LLMs. |Stolfo et al.
(2023)) and [Zhang et al.| (2024) have identified a subset of model components (a circuit) respon-
sible for arithmetic calculations in several LLMs and characterized the information flow between
them. Zhou et al.| (2024)) suggested that pre-trained LLMs use features in Fourier space to accurately
answer addition prompts. However, |Stolfo et al.|(2023)) and Zhang et al.|(2024)) stopped short of elu-
cidating the mechanism implemented by the circuit they identified—a required feat to understand
the trade-off between generalization and memorization in this task. [Zhou et al.| (2024)) studied ad-
dition prompts in models that were fine-tuned on arithmetic data. Their findings regarding Fourier
features are significant, but we claim these represent only a part of a more complex mechanism. Our
work aims to bridge these gaps: we investigate how the arithmetic circuit works qualitatively—and
specifically, whether it implements a mathematical algorithm or memorizes arithmetic training data.

To do so, we reverse-engineer the arithmetic mechanism applied by LLMs. We use causal analysis
to examine their arithmetic circuits, focusing on individual neurons within the circuit responsible
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Figure 1: Bag of heuristics visualization. We show that transformer LLMs solve arithmetic
prompts by combining several unrelated heuristics, each activating according to rules based on the
input values of operands, and boosting the logits of corresponding result tokens. These heuristics
are manifested in single MLP neurons in mid to late layers.

for generating the correct answer. Our analysis reveals that a sparse subset of neurons is sufficient
for accurate responses, with each neuron implementing a distinct heuristic. Each heuristic fires for
a specific pattern in input operands or in their combination, and some increase the logits of relevant
result tokens accordingly. For instance, one heuristic (Figure[Ib) increases logits of tokens between
150 and 180 for subtraction prompts whose answer falls within this range. By examining these
neurons, we classify each into one or more heuristic types. For example, the mentioned neuron
(Figure [Ib) falls within the type of result-range heuristics, which promote continuous value ranges.
We discover that successful prompt completion relies on a combination of several unrelated heuristic
types, forming a “bag of heuristics” approach. This finding suggests that LLMs may not be em-
ploying a single, cohesive algorithm for arithmetic reasoning, nor are they memorizing all possible
inputs and outputs; rather, they deploy a collection of simpler rules and patterns.

We investigate if the bag of heuristics emerges as the primary arithmetic mechanism from the onset
of training, or whether it overrides an earlier mechanism. To do that, we analyze how the heuristics
evolve over the course of training. We show arithmetic heuristics appear throughout the model
training, gradually converging towards the heuristics observed in the final checkpoint. Furthermore,
we provide evidence that the bag of heuristics mechanism explains most of the model’s behavior
even in early stages, indicating it is the main mechanism used for solving arithmetic prompts.

We contribute by providing a high-resolution understanding of the mechanism that LLMs use to an-
swer arithmetic prompts. We (i) show pre-trained LLMs implement a “bag of heuristics” approach,
(ii) investigate when and why this mechanism fails to generalize, and (iii) discover how it emerges
across training. This allows us to better understand the source of current capabilities and limitations
of LLMs in arithmetic reasoning—a finding that could apply to additional reasoning tasks.

2 ARITHMETIC CIRCUIT DISCOVERY

In transformer-based LLMs, a circuit (Elhage et al., [2021) refers to a minimal subset of inter-
connected model components (multi-layer perceptrons (MLP) or attention heads) that perform the
computations required for a specific task. We locate, and later analyze, the circuit responsible for
arithmetic calculations.

2.1 CIRCUIT DISCOVERY AND EVALUATION

Models and Data We analyze four LLMs: Llama3-8B/70B (Dubey et al.l [2024), Pythia-6.9B
(Biderman et al., [2023)), and GPT-J (Wang & Komatsuzaki, 2021). For each, we locate and analyze
the circuit responsible for arithmetic calculations. We focus on Llama3-8B in the main paper and
report similar results for the additional models in Appendix [I We use pre-trained models without
fine-tuning them on arithmetic prompts, as our goal is to uncover the mechanisms induced by typical
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Figure 2: Llama3-8B arithmetic circuit discovery results. (a): Few attention heads have a high
effect on arithmetic prompts. Most MLPs take part in the computation. The first MLP noticeably
affects operand and operator positions, while mid- and late-layer MLPs influence the final position.
(b): The arithmetic circuit in Llama3-8B. The attention heads project token information to the last
position, where the middle- and late-layer MLPs promote the logits for the correct answer.

language model training. Each model tokenizes positive numbers as a single token, up to some limit;
e.g., in Llama3-8B, numbers in [0, 1000] are tokenized to a single token. To locate the arithmetic
circuit, we use two-operand arithmetic prompts with Arabic numerals and the four basic operators
(4, —, X, +), such that each prompt has four tokens: opl, the operator, op2, and the “=" sign.
We sample a list of 100 prompts per operator for circuit discovery, and an identical amount for
evaluation. Each prompt is chosen so that both its operands and result will be tokenized to a single
token; e.g., in Llama3-8B, the operands and result must be between 0 and 1, 000. Unlike previous
studies (Stolfo et al., 2023), we do not use in-context prompting, to ensure the circuit does not
include any component not directly linked to arithmetic calculations. To reduce noise and ensure
the circuits only contain components responsible for correct arithmetic completions, we only use
prompts that are correctly completed by the model, similar to previous studies (Wang et al.| [2022;
Prakash et al.,[2024)). Throughout the paper, the prompt “226 — 68 =" is used as a running example.

Method To locate the circuit components, we conduct a series of activation patching experiments
(Vig et al, |2020) that allow us to assess the importance of each MLP and attention head at each
sequence position. Each experiment involves sampling a prompt p with result » from the dataset (for
example, “226 — 68 =), and sampling a random counterfactual prompt p’ that leads to a different
result 7’ (for example, “21 + 17 ="). After pre-computing the activations of the model for the
counterfactual prompt p’, we introduce the prompt p to the model. We intervene on ( “patch”) the
computation, which means we replace the activation of a single MLP layer or attention head with
its pre-computed activation for p’. Following |Stolfo et al. (2023), we observe how this intervention
affects the probabilities of both answer tokens, r and 7/, by measuring the following:

n_ LIP() =P@") | P(r) —P*(r)
B(r,r') = 2 P(r) + P* (r)

(D

where P and P* are the pre- and post-intervention probability distributions, respectively. The two
summands in Equation (1)) increase if patching raises the probability of 7’ or decreases the probabil-
ity of r, respectively. High effect for an intervention on a component indicates its high importance in
prompt calculation. The effect is averaged across prompts and measured separately per component.

Results The patching results, shown in Figure reveal that the MLP layers affect the output
probabilities more than the attention heads. The first MLP affects the representation at the operator
and operand positions (see Appendix [B.I]), while middle- and late-layer MLPs exhibit a strong effect
at the final position, likely reflecting their role in predicting the answer token in that position (further
discussed in Section [2.2)). Figure [2aalso shows that very few attention heads are important to the
circuit. Each such attention head copies information from a single position (either an operand or
operator position) to the final position (see Appendix [B.2). Figure [2b] summarizes the information
flow within the circuit, consistent in structure with prior work (Stolfo et al., 2023).

To evaluate the circuit c, we measure its faithfulness (Wang et al., [2022), the proportion of the full
model’s behavior on arithmetic prompts that can be explained solely by the circuit. To measure
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faithfulness, we first pre-compute mean activations for each model component (in each position)
across all arithmetic prompts. We then intervene on the evaluation prompts by replacing non-circuit
component activations with their means. To quantify performance, we measure NL(c), the logit of
the correct answer token normalized by the maximal logit, as a proxy for accuracy, when mean-
ablating all components not in the circuit c. The circuit’s faithfulness is calculated as:

NL(c) — NL
Flo) — NLe) = NL()

NL(M) — NL(0)
where M is the entire model and NL(M) is the normalized correct-answer logit when no component
is ablated (always 1.0 for correctly completed prompts). NL(0) is the normalized correct answer

logit when all components are mean-ablated. This formula normalizes faithfulness to a [0.0, 1.0]
range.

2

The circuit achieves a high faithfulness of 0.96 on average across the four arithmetic operators; i.e.,
the circuit accounts for 96% of the entire model’s performance. We can therefore conclude that
the components identified in this section comprise the arithmetic circuit, and explain most of the
model’s accuracy for arithmetic prompts. See Appendix [A] for results across various circuit sizes,
and a discussion of Pareto-optimality with respect to faithfulness and size.

2.2 IDENTIFYING ANSWER-PROMOTING COMPONENTS
To. understand the mechanism implemented by the cir-  _ Operand1 l 08
cuit to promote the correct answer, we first search .S operator 0.6
for the specific circuit components that increase the '@ Operand2 0.4
e . o 0.2
probability of the correct answer. For this, we em- & = I 0
0 10 20 30

ploy linear probing (Belinkov} 2022)). For each layer
[ and sequence position p, we train a linear classifier
fip : RT — R1000 (where d is the dimension of each
layer’s output representation) using a training set of
correctly completed arithmetic prompts. We pass these
prompts through the model and calculate the output

Layer

Figure 3: Answer token probe accuracy.
The linear probes are successful in extract-
ing the correct answer from the final posi-
tion, starting at layer 16.

representation AP € R? at layer [ and position p for
each prompt. The classifier f; , receives h'"P as input, and outputs a probability distribution over the
1,000 possible arithmetic answers. The classifier f; , is evaluated on a separate test set of correctly
completed prompts, showing to what extent the correct answer can be extracted from the output
representation at layer [ and position p.

We find that the answer can only be extracted with high accuracy from the final position (Figure [3),
after the token representation is processed by the later layers of the model, starting from layer [ = 16.
Given that the arithmetic circuit contains only MLPs in these layers (Figure [J), this suggests that
these MLPs in layers [16, 32] are the components that write the correct answer into the representation
at the last position. The following section zooms into these middle- and late-layer MLPs, and
presents evidence for the role they play in generating the correct answer— specifically, in how they
promote the correct answer token through a combination of many independent arithmetic heuristics.

3  MLP NEURONS IMPLEMENT ARITHMETIC HEURISTICS

3.1 DECOMPOSING CIRCUIT MLPS TO INDIVIDUAL NEURONS

Having shown that the model generates the arithmetic answer in middle- and late-layer MLPs at the
final position p = 4, we zoom in on these MLPs and their calculations at this position to investigate
the implemented mechanism. The MLP at layer [ can be described by the following equation:

drnlp
l _ l l _ 1l l _ ln _ln
hout = MLP;, (hzn) : Wout - hpost ! Wout - § hpostvout

n=0

3)

L h! , € R? are the input and output representations of the MLP at layer [, respectively.
hﬁwst € Ra» is the output of the up-projection of the MLP, Where we define the n™ value hi;:st €

where h!

’The up-projection MLP;,, is implemented differently in each LLM we analyze. See Appendix
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Figure 4: Analyzing effect of individual circuit MLP neurons. Our results demonstrate that a small
amount of neurons is required to correctly predict the result.

R as a neuron. W' , € Rdm»*d s the output projection matrix, and vi’:}t is its n™ row vector.
Biases are omitted. By expressing the output representation h! , as a linear combination of row
vectors vf)]ft and their corresponding neuron activations hi,’fst, we can identify the neurons that
most affect the completion of arithmetic prompts.

To measure the effect of each neuron hl’ZfSt, we perform activation patching experiments on indi-
vidual neurons (as described in Section, and measure the average effect across prompts. We
observe that very few neurons have a high effect; an example for layer [ = 17 is shown in Figure[da]
Additionally, we notice the neurons with the highest effect are different between operators. In fact,
roughly 45% of the important neurons for each operator are unique (Appendix D). Thus, when an-
alyzing the circuit at the neuron level, we analyze it as 4 separate circuits—one for each arithmetic
operator. We hypothesize that for each operator, the highest-effect neurons are sufficient to explain
most of the model’s arithmetic behavior. To verify this, we measure the faithfulness of the arithmetic
circuit when mean ablating non-circuit components and lower effect MLP neurons in middle- and
late-layer MLPs. The results (Figure confirm that only 200 neurons (roughly 1.5%) per layer
are needed to achieve high faithfulness and correctly compute arithmetic prompts.

3.2 MLP NEURONS ACT AS MEMORIZED HEURISTICS

To understand how the top-200 middle- and late-layer important MLP neurons contribute to the gen-
eration of correct answers, we view them as key-value memories (Geva et al., 2021) In this view,
the input to each MLP layer h!  is multiplied by a key (a row vector in the MLP input weight matrix)

to generate a neuron activation hi;:st that determines how strongly does a value (a row vector viﬁt
in the MLP output weight matrix) gets written to the MLP output (Equation (3))). [Geva et al.| (2021)
demonstrated that keys correspond to specific topics or n-grams, triggering high neuron activations
when these are given as input, and their corresponding values represent tokens that can serve as ap-
propriate completions for these topics or n-grams. Building on this insight, we hypothesize that (i)
in arithmetic contexts, keys correspond to numerical patterns, e.g., a neuron might activate strongly
when both operands in an arithmetic operation are odd numbers; and (ii) the associated value vectors

encode numerical tokens that represent plausible answers to the key patterns.

To test the first hypothesis, we investigate the activation pattern of the top-200 neurons in each layer.
For each neuron I, n, we plot the activations h,;,; (at position p = 4) as a function of operand

values, separately for each operator. We find that many neurons in the arithmetic circuit exhibit

distinct, human-identifiable patterns. For instance, in “226 — 68 =", neuron h2i$2439 shows high
activation values for subtraction prompts with results between 150 and 180 (Figure [T). Additional

examples are provided in Appendix

To verify the second hypothesis, we check whether the tokens embedded in the value vectors of the
top neurons relate to their activation patterns. Using the Logit Lens (nostalgebraist, [2020), a method
of projecting a vector v € R¢ onto a probability distribution over the vocabulary space P%vecet | we

project each value vector vf;:t to find the numerical tokens whose logits are highest. This reveals

3Not to be confused with the attention heads’ keys and values.
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Figure 5: Heuristic pattern examples. Each heatmap is the activation pattern of an example neu-
ron, implementing a specific heuristic type. Within the heatmap, each pixel at location (op;, op2)
represents the activation strength of the neuron under the addition prompt “op; + ops =".

two distinct patterns: First, in some neurons, the activation pattern depends on both operands and
the value vector encodes the expected result of the arithmetic calculation (Figure [Ib,c). We term
such neurons direct heuristics. Second, in neurons where the activation pattern depends on a single
operand, the value vectors often encode features for downstream processing, rather than the result
tokens directly (Figure [Th). We term such neurons indirect heuristics. Next, we demonstrate how
these heuristic neurons combine to produce correct arithmetic answers.

4 ARITHMETIC PROMPTS ARE ANSWERED WITH A BAG OF HEURISTICS

Observing the example prompt, “226 — 68 =", we have shown that it satisfies the pattern of several
heuristic neurons, where each such neuron slightly increases the logit of the result token, » = 158
(Figure [T). These small increases combine to promote the correct token as the final answer. We
hypothesize that a combination of independent heuristics—termed a bag of heuristics—emerges
across arithmetic prompts, comprising the mechanism used by the model to produce correct answers.

4.1 CLASSIFYING NEURONS TO HEURISTIC TYPES

To present evidence for the causal effect of the bag of heuristics on generating correct answers,
we first systematically classify neurons into heuristic types. Through manual observation of key
activation patterns, we identify several categories of human-identifiable heuristics, exemplified in
Figure 5] and further detailed in Appendix [E] To determine if a neuron n at layer [ implements a
specific heuristic, we examine the intersection between the prompts that activate the neuron and the
prompts expected to be activated for this heuristic. A visual example of this procedure is shown in
Figure[6] An automated algorithm of this approach is described in Appendix [F

Neuron: 29’ 2850 Logits © s Heuristic: result range € [150,180]
(b) C S
29,2850 29,2850
h227850 . ;292850 [ 1], Jurd). .. food) ) 1;1 ...I130:;45 145;7 299;291
l (@) op; Vi
. . (€) | 145+ 14 o= Top ||(@ Does neuron implement heuristic?
%\\ (d) s X 136 + 17 mmm
\ | — |\ 70 +81 mmm - |—= n = V' Yes
P2 P, 12+181 8 k X No

Figure 6: Neuron to heuristic matching example. (a) Measure the value of hi?,ff“ for each

operand pair (op1, op2), using the chosen operator (addition). (b) Calculate the logits of numerical
tokens embedded in v>2;%° using Logit Lens (]nostal gebraistl |2020|). (c) Convert the logits vector to

out
a 2D pattern, where the cell in index (op1, op2) is the logit of the result token of applying the operator
to (op1,0p2) (i.e. op1 + opa). (d) Multiply both patterns element-wise, to get the effective logit
contribution of the neuron to the correct answer token for each prompt. (e) Extract the prompts that
activate the neuron the most from the activation pattern. (f) Create a list of prompts associated with
the tested heuristic. (g) Measure the intersection between the two prompt lists. If this intersection is

larger than a threshold (we use ¢ = 0.6), the neuron is said to implement the heuristic.

We apply this algorithm to each pair of important MLP neuron n in layer [ and heuristic H. Through
this method, we classify as arithmetic heuristics 91% of the 3,200 top neurons for each operator
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Figure 7: For each heuristic, we measure the accuracy of 100 correctly completed prompts associ-
ated with a heuristic (blue) and 100 correctly completed prompts not associated with the heuristic
( ), after ablating that heuristic’s neurons. The heuristics are sorted by the accuracy drop in-
duced on associated prompts. Across most heuristics, ablating heuristic neurons causes a larger
decrease in accuracy in prompts associated with that heuristic than in not associated prompts.

(200 per layer across 16 layers). Manual inspection of neurons that fail to classify into one of the
defined heuristics reveals patterns that are not clearly identifiable (Appendix [J).

4.2 HEURISTIC TYPES ARE COMBINED TO ANSWER ARITHMETIC PROMPTS

Following the classification of the important neurons in each middle- and late-layer MLP into one or
several heuristic types, we provide evidence that the bag of heuristics is the primary mechanism the
model uses to correctly answer arithmetic prompts. We show this through two ablation experiments.

Knocking out neurons by heuristic type. We now verify that the neurons in each heuristic type
contribute to the accuracy of associated prompts by knocking out entire heuristic types and observe
the resulting changes in model accuracy. We define a prompt as associated with a heuristic if and
only if its components meet the conditions specified by that heuristic. (For instance, the example
prompt “226 — 68 =" is associated with the heuristic “opl = 0 (mod 2)”.) For each heuristic,
we sample two sets of 100 correctly completed prompts each, one containing prompts associated
with the heuristic and the other containing prompts not associated with that heuristic. For each
heuristic, we knock out all neurons classified into it (by setting each h]l[;;lst activation to zero) and
then remeasure the accuracy on both sets of prompts. We expect a higher decrease in accuracy on the
associated prompts, since we claim each heuristic is causally linked only to its associated prompts.

The results (Figure[7) show that ablating neurons of a specific heuristic causes a significant accuracy
drop on associated prompts, more than on not associated prompts, on average. This confirms the
causal importance of heuristic neurons in promoting correct answer logits specifically in prompts
that are associated with their heuristic type, verifying the targeted functional role of these heuristics.

However, the ablation does not result in a complete accuracy drop; it causes an average drop of 29%
out of 95% average pre-ablation accuracy. We find two reasons for this. First, some heuristics have
low recall: they do not apply to all associated prompts as they should (see Appendix [J). Second,
each prompt relies on several unrelated heuristic types, so even when one is ablated, others still
contribute to increasing the correct answer’s logit. In the following ablation experiment, we verify
that this interplay of heuristics provides a fuller image than focusing on one heuristic at a time.

Knocking out neurons by prompt. To provide further evidence that the bag of heuristics is
causally linked to correct arithmetic completion, we conduct a second ablation experiment. For
each correct prompt, we identify the heuristic types that should affect it based on its operands and
ground truth result. We then ablate the neurons with the highest classification scores (Section [@.T))
in these heuristics, up to a certain neuron count, and check if the model’s completion changes.

The results (Figure [8)) show that ablating neurons from associated heuristics significantly drops
the model’s accuracy, much more than the accuracy drop caused by ablating the same number of
randomly chosen neurons from unassociated heuristics. This demonstrates that we can identify the
neurons important to a given prompt solely based on its associated heuristics. This also indicates a
causal link between the neurons belonging to several heuristics and the prompt’s correct completion.
This supports our bag of heuristics claim: each heuristic only slightly boosts the correct answer logit,
but combined, they cause the model to produce the correct answer with high probability.
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Figure 8: Knocking out neurons that implement heuristics associated with each prompt (full lines)
leads to a greater decrease in accuracy than knocking out the same number of neurons whose heuris-
tics are not associated with each prompt (dashed lines). This effect occurs across model sizes.

4.3 FAILURE MODES OF THE BAG OF HEURISTICS

The bag of heuristics mechanism employed in Llama3-8B does not generalize perfectly: it fails to
achieve perfect accuracy across all arithmetic prompts (Appendix [H). This limitation contrasts with
the theoretical robustness of a genuine algorithmic approach. Here, we aim to elucidate the specific
failures of this mechanism, focusing on why it falters for some prompts.

We hypothesize that the bag of heuristics mechanism completes prompts incorrectly in two ways.
(1) The “bag” might not be big enough; i.e., a prompt might lack sufficient associated neurons. (2)
the heuristics might have imperfect recall (e.g., a neuron that fires for most prompts where the first
operand is even, but does not fire for the prompt “226 — 68 =) or have low logits for the correct
answer token in the value vectors.

To test these hypotheses, we randomly sample 50

correctly completed and 50 incorrectly completed g o Incorect g =T
prompts. To test hypothesis (i), we count the number g5 > Correct
of heuristic neurons associated with each prompt. = by _ weepat

We find that on average, incorrect prompts have 0 5 10 L 15
.. ; . Correct answer logit contribution
more heuristic neurons associated with them than

correct prompts. Therefore, we find no support for  Figure 9: The model’s failures can be ex-

this hypothesis. To check hypothesis (ii), we calcu-  plained by a lower total logit contribution of
late the total contribution of all heuristic neurons t0  the heuristic neurons to the correct answers.

the logit of the correct answer for each prompt. This

measurement considers both the specific activation of each neuron for the prompt, as well as the logit
of the correct answer token embedded in each neuron’s value vector. On average, there is indeed a
slight advantage in the total logit contribution for correct prompts over incorrect prompts (Figure[9).
This suggests that the primary reason for the bag of heuristics failure on certain prompts is poor
promotion of correct answer logits, rather than a lack of heuristics.

5 TRACKING HEURISTICS DEVELOPMENT ACROSS TRAINING STEPS

Does the bag of heuristics emerge as the primary arithmetic mechanism from the onset of training,
or does it override an earlier, different mechanism that initially drives arithmetic performance? We
conduct an analysis of heuristic development across the training trajectory of the Pythia-6.9B model
(Biderman et al., [2023), due to the public availability of its training checkpoints. Specifically, we
analyze the model at its final checkpoint (143K steps) and at 10K-step intervals down to 23K steps.
The 23K checkpoint is the earliest checkpoint showing good arithmetic performance; Thus, we
begin our analysis at this checkpoint. To guide this analysis, we aim to answer three sub-questions:

When do the final heuristic neurons first appear? We examine when each heuristic neuron from
the final checkpoint first appears during training. For each neuron classified into a particular heuristic
type, we check if the same neuron gets classified into the same heuristic in earlier checkpoints.
Averaging this measure across all heuristic types and operators provides insight into when the final
heuristics initially appear during training. We observe (Figure [T0a)) that the model develops its final
heuristic mechanism gradually across training, starting from an early checkpoint.
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Figure 10: Heuristic analysis across Pythia-6.9B training checkpoints. (a) The percentage of
heuristic neurons from the last checkpoint that also appear in previous checkpoints increases over
training, revealing a gradual creation of the bag of heuristics. (b) The heuristic neurons that are
mutual with the last checkpoint (full line) explain most of the total heuristic behavior (dashed line)
at each checkpoint. Thus, the heuristics that disappear across training are less important to the
model. (¢) Ablating specific heuristic neurons heavily drops the model’s accuracy across all training
checkpoints. This suggests arithmetic accuracy primarily stems from heuristics, even in early stages.

Do additional heuristic neurons exist mid-training? Next, for each mid-training checkpoint,
we investigate whether its heuristic neurons that are mutual with the final checkpoint make up the
entire heuristic mechanism in that checkpoint, or whether other heuristics exist that later become
vestigial. We examine the faithfulness (Section 2.T)) of the arithmetic circuit at each checkpoint—
once when including only the neurons mutual with the final checkpoint, and once when including
all heuristic neurons in that checkpoint. The difference between these two measurements gives us
an estimate of the importance of the mutual heuristics. Using this metric, we observe that these final
heuristics explain most of the circuit performance for each intermediate checkpoint: they account
for an average of 79% of the total heuristics’ contribution to accuracy at each checkpoint. This
indicates that, while other non-mutual heuristics exist in each checkpoint, these are less important
to the circuit’s accuracy and slowly become vestigial as the circuit converges to its final form.

Does a competing arithmetic mechanism exist mid-training? Finally, we determine if the heuris-
tics appear as the main arithmetic mechanism from early on in training, or if they co-exist with an
unrelated mechanism that becomes vestigial in later checkpoints. We repeat the prompt-guided neu-
ron knockout experiment (Section {f.2) for each checkpoint; i.e., in each checkpoint, we sample 50
correctly completed prompts for each operator. For each prompt, we ablate 5, 10, and 25 heuristic
neurons associated with the prompt in that checkpoint. We test if this targeted ablation significantly
impairs the model’s accuracy, even in earlier stages of training, and compare this to a baseline, where
we ablate a similar amount of randomly chosen heuristic neurons. The results (Figure [[0c) demon-
strate that removing any amount of neurons from heuristics associated with a prompt substantially
reduces the model’s accuracy on these prompts even at earlier checkpoints, much more than ablating
a random set of important neurons. We also observe that ablating 25 heuristic neurons per layer is
enough to cause near-zero accuracy in all stages of training. This finding asserts that the causal link
between a prompt’s associated heuristics and its correct completion exists throughout training.

6 RELATED WORK

Mechanistic interpretability (MI) aims to reverse-engineer mechanisms implemented by LMs by
analyzing model weights and components. Causal mediation techniques (Pearl, [2001) like activation
patching (Vig et al.l 2020; |Geiger et al.l |2021), path patching (Wang et al., 2022}, and attribution
patching (Nandal 2022; Syed et al., [2023} |Hanna et al., 2024b)) allow localizing model behaviors to
specific model components. Other studies have also presented techniques to explain the effect of
specific weight matrices on input tokens (Elhage et al [2021}; |Dar et al.l [2023), or to analyze acti-
vations (nostalgebraistl 20205 |Geva et al., 2021). Many studies have aimed to use these techniques
to reverse-engineer specific behaviors of pre-trained LMs (Wang et al.| |2022; |Hanna et al.| [2024a;
Gould et al.| 2024} Hou et al., [2023)). We leverage MI techniques to reverse-engineer the arithmetic
mechanisms implemented by pre-trained LLMs and explain them at a single-neuron resolution.
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Memorization and generalization in LLMs. Whether models memorize training data or gen-
eralize to unseen data has been extensively studied in deep learning (e.g., |Zhang et al.| [2021) and
specifically in LLMs (Ténzer et al.l 2022} |Carlini et al.l 2023} |Antoniades et al., 2024), but not
many studies have observed this question through the lens of model internals. Among those that
do, Bansal et al.| (2022) attempt to predict this trade-off by observing the diversity of internal ac-
tivations; [Dankers & Titov|(2024) show memorization in language classification tasks is not local
to specific layers, and [Varma et al.| (2023) explain grokking using memorizing and generalizing cir-
cuits. We use this lens to observe how model internals operate in arithmetic reasoning—a task that
could theoretically be solved either through extensive memorization or by learning a robust algo-
rithm. Concurrent work (jylin et al.,|2024) has shown that a LM trained to predict legal board game
moves (L1 et al.| 2022) does so by implementing many heuristics. While heuristics would suffice to
robustly predict legal moves in a board game setting, we find that the extent to which LLMs rely on
heuristics is greater than prior work suggests: sets of heuristics are used to accomplish even generic
tasks like arithmetic, where no heuristic is likely to generalize to all possible results.

Arithmetic reasoning interpretability. Recent studies on how LMs process arithmetic prompts
(Stolfo et al., 2023 |Zhang et al., [2024) reveal the general structure of arithmetic circuits, but do
not fully explain sow they combine operand information to produce correct answers. Our research
bridges this gap by revealing the mechanism used for promoting the correct answer. Some studies
show the emergence of mathematical algorithms for modular addition (Nanda et al., 2023} Zhong
et al.||2024; Ding et al.|[2024)) and binary arithmetic (Maltoni & Ferraral [2023)) in simple, specialized
toy LMs, but it is unclear if these findings extend to larger, general-purpose LMs or other operators.
In pre-trained LLMs, [Zhou et al.| (2024)) found that Fourier space features are used for addition.
However, we claim this is only a partial view, as many additional types of features and heuristics
relying on these features are involved in calculating answers across arithmetic operations. In this
work, we give a wide view of these heuristics and how they combine to generate arithmetic answers.

7 CONCLUSIONS

Do LLMs rely on a robust algorithm or on memorization to solve arithmetic tasks? Our analysis
suggests that the mechanism behind the arithmetic abilities of LLMs is somewhere in the middle:
LLMs implement a bag of heuristics—a combination of many memorized rules—to perform arith-
metic reasoning. To reach this conclusion, we performed a set of causal analysis experiments to
locate a circuit, i.e., a subset of model components, responsible for arithmetic calculations. We ex-
amined the circuit at the level of individual neurons and pinpointed the arithmetic calculations to a
sparse set of MLP neurons. We showed that each neuron acts as a memorized heuristic, activating
for a specific pattern of inputs, and that the combination of many such neurons is required to cor-
rectly answer the prompts. In addition, we found that this mechanism gradually evolves over the
course of training, emerging steadily rather than appearing abruptly or replacing other mechanisms.

Our results, showing LLMs’ reliance on the bag of heuristics, suggest that improving LLMs’ mathe-
matical abilities may require fundamental changes to training and architectures, rather than post-hoc
techniques like activation steering (Subramani et al., 2022} Turner et al., [2023). Additionally, the
evolution of this mechanism across training indicates that models learn these heuristics early and re-
inforce them over time, potentially overfitting to early simple strategies; it is unclear if regularization
can improve this, and this is a possible avenue for future research.

8 LIMITATIONS AND DISCUSSION

Interpretability work is often fundamentally limited by human biases. As researchers, we often
impose human abstractions onto models, whereas the goal of interpretability is to understand the
abstractions that models learn and apply in a way that we can understand. Our work is also sub-
ject to this limitation, namely with respect to the definition of heuristic types: We define heuristic
abstractions based on our human-identifiable definitions. A possible improvement would be to de-
velop a method to identify these abstractions without human bias. Another important detail is that
our analysis focuses on LLMs that combine digits in tokenization. That is, every token can contain
more than one digit. The robust algorithms used by humans depend on our ability to separate larger
numbers to single digits. Thus, a similar analysis might lead to different conclusions for models that
perform single-digit tokenization.
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A LLAMA3-8B CIRCUIT EVALUATION RESULTS
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Figure 11: Llama3-8B arithmetic circuit faithfulness as function of number of circuit heads.

In Figure we present an analysis of the faithfulness of the identified circuit in Llama3-8B (Sec-
tion 2.1} as a function of the number of attention heads within the circuit. The circuit includes
all MLPs (the neuron-level analysis in Section [3.1] does not apply in this context). Our goal is to
find a minimal subset of the model with the fewest attention heads possible while maintaining high
faithfulness. We assess faithfulness independently for each operator to obtain a more nuanced un-
derstanding of the necessary attention heads. For addition, subtraction, and division operations, we
observe that 6 heads suffice to attain high faithfulness (97% on average). In contrast, in multiplica-
tion, 20 attention heads are required to achieve a faithfulness score exceeding 90%. The faithfulness
of the full arithmetic circuit for each operator, corresponding to the Pareto-optimal number of heads
(in terms of achieving high faithfulness with as few heads as possible), is documented in Table
We explore the attention patterns of these attention heads in the next section.

Table 1: Llama3-8B arithmetic circuit faithfulness, per operator.

Operator + - X =

Faithfulness 0.97 098 090 0.96
# Attn Heads 6 6 20 6

B LLAMA3-8B CIRCUIT ADDITIONAL COMPONENTS

To provide a more comprehensive understanding of the arithmetic circuit in Llama3-8B, we analyze
the additional components that compose it, namely the first MLP layer (MLPO) and the high-effect
attention heads.

B.1 MLPO

To analyze the role of MLPO in the arithmetic circuit, we first test if—similarly to the middle- and
late-layer MLPs—only a sparse set of neurons within the MLP is required. We measure the inter-
vention effect of each neuron, averaged across the operands and operator positions (p € [1,2, 3]).
The results, shown in Figure @ reveal that few MLPO neurons have a high effect, similar to the
middle- and late-layer MLPs. To verify these neurons are sufficient for arithmetic calculations, we
repeat the experiment from Section 3.1} Specifically, we measure the faithfulness of the circuit—
consisting of the top 1% of neurons in each of the middle and late layers (I € [16, 32]) as well as
a varying number of neurons in MLPO. The results, shown in Figure reveal that also in the
first MLP layer, as little as 1% of neurons is sufficient for the circuit to achieve high faithfulness,
similarly to the middle- and late-layer MLPs.

Because Llama3-8B applies a positional embedding only at attention layers, the activation of MLPO
is not affected by the position of any token. Additionally, due to a lack of attention heads that move
information between the operand and operator positions before MLPO, we can analyze its effect
directly on single tokens. Thus, we view MLPO as an “effective embedding” (McDougall et al.,
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Figure 12: Analyzing effect of individual MLPO neurons. A small number of neurons is sufficient
for circuit accuracy.

2023)), and hypothesize that the role of each MLPO neuron is to incorporate additional numerical
information into each token embedding. To verify this, we pass a list of numerical tokens, each
representing an operand in our analyzed operand range (¢ € [0,300]), through the model. We
measure the activation of each high-effect neuron for each token. As exemplified in Figure [I3]
the activations of these high-effect neurons correspond to varied numerical features. For example,
Neuron 6206 (Figure @activates for numbers near 170 or 17; Neuron 7101 activates for numbers
greater than 100; Neuron 8969 activates for numbers that are congruent to 8 (mod 10). Overall,
the set of patterns identified by these neurons can be used by the middle- and late-layer heuristic
neurons to perform their more complex functionalities.
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Figure 13: Individual MLPO neurons have identifiable activation patterns for numerical tokens.

B.2 ATTENTION HEAD PATTERNS

We present the attention patterns of the attention heads that are contained in the arithmetic circuit.
In Section 2.1] for simplicity, we consider the arithmetic circuit as a single circuit for all arithmetic
operators, containing all attention heads used across the four operators. We observe that to achieve
high faithfulness of the circuit with a minimal number of heads (Appendix [A)), some general arith-
metic heads, that significantly improve faithfulness across all operators, are required. Other heads,
while contributing to increased faithfulness, are operator-specific. They exhibit varying levels of
importance for different operators. A full description of the attention heads used in the arithmetic
circuit for each operator is provided in Table[2}

To better understand the role of the general arithmetic heads (L2H2, L15H13, L16H21), we compute
their attention patterns, averaging them across our prompt dataset (Section 2.I). These patterns
(Figure [T4) reveal a clear signal: each of the three heads attends to a single input token, copying
the representation from that position and projecting it to the last position. Specifically, L16H21
attends to the first operand, L2H?2 attends to the operator and L15H13 attends to the second operand.
This implies the role of each such head is to move the representation from that position, which
includes to the last position, where it is further processed by the bag of heuristics implemented in
the middle- and late-layer MLPs. To confirm that the information copied from each position to the
last position consists solely of data from the token at that position, we conduct an ablation study.
For each general arithmetic head, we zero out all preceding attention patterns that move information
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Table 2: Llama3-8B operator-specific arithmetic circuit attention heads. The general arithmetic
heads are marked bold. LiH;j denotes the j" attention head in Layer i.

Operator | Circuit Heads
+ L2H2, L5H3, L5H31, L14H12, L15H13, L16H21

— L2H2, L13H21, L13H22, L14H12, L15H13, L16H21

L2H2, L5H30, L8H15, L9H26, L13H18, L13H21, L13H22, L14H12,
X L14H13, L15HS, L15H13, L15H14, L15H15, L16H3, L16H21,
L17H24, L17H26, L18H16, L20H2, L.22H]1

= L2H2, L5H31, L15H13, L15H14, L16H21, L18H16

to its attended position (e.g., for L1SH13 we zero out all patterns that move information to the ops
position), preventing any influence from previous positions. We observe this does not affect the
circuit’s performance, indicating that the representation copied by each general arithmetic head to
the final position contains information only regarding the token at its original position.
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Figure 14: The attention patterns for the general arithmetic attention heads in Llama3-8B, show that
each head attends, at the last token, to a single previous token across all prompts. When combined,
these heads attend to all three operand and operator positions.

C MULTI-LAYER PERCEPTRON IMPLEMENTATION DETAILS

Across the models we analyze, different implementations exist for the MLP layer in a transformer
block. More specifically, Pythia-6.9B and GPT-J use simple MLP layers, consisting of two matrix
multiplications. For a layer [, it can be described as:

l l T
hpost =0 (hznwin) (4)
l l l
hout = hpostwout (5)
where h!,  h! . € R? are the input and output representations of the MLP at layer [, respectively.
h!,., € R%» is the post-activation vector, W} W/ , € R%mi»*¢ are parameter matrices, and o

is a non-linearity function. Llama3-8B and Llama3-70B use a Gated MLP layer (L1u et al.,|2021)),
described in the following two equations for layer [:

T T
héost = a(hénwéate) © (hinwin) (6)
hi)ut = hi)ostwéut (7)

where W, € R%»*? is an additional parameter matrix and o is Hadamard product. Biases are
omitted in both presentations.
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While the key-value view that was used in Section E] was devised for simple MLPs (Geva et al.}
2021), it can be applied to the Gated MLP mechanism of Llama3 models as well. For the n'® neuron,

we treat the element hi;;’st of hi,ost as the activation of the n™ key vector. Each such activation is

l
a row vector of W__ .,

ln

multiplied with v,

simple MLPs.

resulting in the same multiplication as performed in

D NEURON INTERSECTION BETWEEN OPERATORS

Neuron Intersection Across Operators
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Figure 15: ToU of MLP neurons between operator-specific circuits

Figure [I5] presents the IoU (intersection over union) of causally important neuron sets in the arith-
metic circuits, identified separately for each operator. Each circuit consists of the top-200 neurons
from each layer [ € [16, 32], ranked based on their mean effect (Section , totaling 3, 200 neu-
rons. The average IoU between any two operator-specific circuits is relatively low (54%), indicating
that a substantial proportion of key neurons are unique to each operator. Consequently, we define a
distinct circuit for each arithmetic operator at the neuron level (Section [3.1)).

E HEURISTIC TYPES DESCRIPTIONS

In this section, we present the various heuristic types that were manually identified.

Most heuristic types are defined with parameters. A neuron is defined as a heuristic H, if it matches
the heuristic definition given a parameter value. For example, the neuron in Figure [T is a range
heuristic with a range parameter [150, 180]. In Algorithm [I} we describe the process of matching
between each important neuron and each heuristic H. The parameters are sub-sampled evenly to
cover most observed possibilities, which causes some inaccuracies (for example, a neuron that fires
when ops € [105,205] will be classified as a range heuristic with opa € [100, 200] due to our
parameter choices).

Several types of heuristics (Range, Modulo, Pattern) can apply either to an operand in a prompt
or to the prompt’s result. For example, an “operand range” heuristic is triggered when op; or ops
falls within a specific numerical range, while a “result range” heuristic activates when the prompt’s
ground truth result is within a defined range.

The full list of heuristic types is as follows:

* Range heuristic: A neuron that activates when a value (either an operand or result)
falls within a specified range [a,b]. The parameters a,b € N are chosen such that the
range length len = (b — a) € [10,30,50,100] for addition, subtraction, and multi-
plication, and len = (b — a) € [2,10,100] for division (due to a different distribu-
tion of potential results for integer division). The range start, a, is defined as a €
T Ty = o +n-max([$],10),n € N,y = 0, provided a remains below the maxi-
mum prompt result. This definition of range start and length allows for ranges to intersect
or overlap.
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* Modulo heuristic: A neuron that activates when a value (either operand or result) is
congruent to m modulo n. The parameters are n € {2,3,4,5,6,7,8,9,11,13,15} and
m € [0,n — 1]. We exclude n = 10 or n = 100 as these are specific cases of the broader
“pattern” heuristics, discussed next. Additionally, n = 12,14, and n > 16 are excluded, as
no neurons were classified under these parameter values.

 Pattern heuristic: A neuron that activates when a value (either operand or result) matches
a specific regular expression p. The parameter p is a 3-digit regular expression, potentially
padded with leading zeros. For example, a neuron classified under the “operand pattern
1.2” heuristic activates when one of the operands has 1 in the hundreds place and 2 in the
units place.

* Identical operands heuristic: A neuron that activates when both operands are equal (op;
== op2). The tokens embedded in the value vector change depending on the operator for
which the neuron activates. For instance, in subtraction, such neurons have been observed
to promote the “0” token (the result of subtracting a number from itself).

e Multi-result heuristic: A neuron that promotes a set S of several unrelated results (For
example, a neuron that promote the results [4,5,7]). This heuristic type is defined exclu-
sively for division, where the parameter S can consist of several values, where |S| € [2,4].
This range was chosen based on observations of activation patterns. The values included
in S are chosen according to the result tokens that the neuron contributes the most to: we
determine S by examining the top prompts for which the neuron promotes their answer.
From these top answers, we identify a minimal set of 2 to 4 distinct result values. This
set of result values is chosen if it accounts for more than a threshold percentage of the re-
sults. This approach captures the most significant result values that the neuron consistently
promotes in division operations. If no such set of different results exists, a neuron is not
classified as this heuristic.

F HEURISTIC NEURON CLASSIFICATION ALGORITHM

We present the full algorithm used to match between each neuron and each heuristic type in Algo-
rithm [T] (as exemplified in Figure[6). The goal of this process is to check if a neuron implements a
specific heuristic. We repeat this process for each pair of neuron n in layer [ and heuristic H. This
method allows a single neuron to be classified as several heuristics. The matching of each neuron to
heuristics is done separately for each arithmetic operator.

Algorithm 1 Neuron Classification To Heuristic Type

Inputs: Heuristic H, Layer [ € [1, 4], Neuron Index n € [1, npqz),
Operator o € {+, —, x,+}, Threshold ¢ € [0, 1.0]

1: A + GenerateActivationPattern(l, n, o) > 2D Activation pattern
2: if H is a direct heuristic then

3 1 < LogitLens(v5",) > Logits over vocabulary
4: L + ConvertToPattern(1) > 2D Logits Pattern
5: A+ AoL > Element-wise multiplication
6: end if

7. promptspeuristic < GetAssociatedPrompts(H) > Expected prompts to activate in H
8: k<« |pr0mptsheuristic|

9: promptSpeuron  GetTopKActivatingPrompts(A, k) > Prompts that activate neuron

10: promptsintersection — promptsheuristic N promptsneuron

rompts; i . .
11: score < [promptsintersection > Normalize intersection to [0, 1.0]

12: return score >t

The algorithm first calculates the neuron’s activations h;jffst for all prompts, yielding a 2D activation

pattern (Line [I), as those seen in Appendix []] When checking if a neuron implements a direct

heuristic (heuristics that directly promote relevant result tokens (Section [3.2)), we also need to take
into consideration the tokens that are embedded in the neuron’s value vector Vlo’:t. This is not done in
indirect heuristics because we do not expect relevant result tokens to be promoted in such heuristics.

Thus, we extract the logits of all numerical tokens (“07, “1”, “27, ... “999”) from the value vector
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viﬂt (Line , using Logit Lens (nostalgebraist, 2020). To match the logit of each result token to the
prompts that result in it (e.g., match the logit of “151” with the prompts “1 + 150 =2 + 149 =",
etc.), we convert the logits to a 2D pattern L, where L;; is the logit of applying the operator on 4
and j (Line ). Multiplying the 2D activation pattern and 2D logit pattern element-wise (Line [5)
yields the neuron’s effective logit contribution to the correct answer of each prompt, i.e., the value at
each index %, j marks how much the neuron promotes the answer token to the result of applying the
operator on ¢ and j. We then create two lists of prompts. One list contains prompts associated with
the heuristic (Line[7), to be used as the “ground truth”. We mark the number of associated prompts
as k (Line[8), and find a second list, containing the top-k prompts that are most contributed to by the
neuron (Line E]) We measure if the intersection of these two lists, normalized by k, is larger than
the threshold ¢ = 0.6 (Line [I0}-Line to decide if the neuron implements the heuristic.

G ADDITIONAL IMPLEMENTATION DETAILS

All experimental procedures were executed using the TransformerLens library Nanda & Bloom
(2022). Experiments involving Llama3-8B, GPT-J, and Pythia-6.9B were conducted on a single
Nvidia-L40 GPU with 48GB of GPU memory. Llama3-70B was loaded in 16-bit precision across
four Nvidia A100 GPUs, each with 80GB of GPU memory.

Arithmetic prompts. Unless otherwise specified, our experiments utilize prompts of the form
op1 © opa=", where op1,ops € [0,300] and o € {+, —, x,+}. The division operator (<) is inter-
preted as integer division, considering only the integer part of the result (e.g., the ground truth result
for 45 + 4 ="is 11). For each prompt, we compute the ground-truth result and exclude prompts
whose results are not tokenized to a single token. This filtering process eliminates prompts with neg-
ative results and prompts for which the correct answer exceeds the single-token limit (The highest
token from which the model splits numbers into two tokens). The single-token limit s for Llama3-8B
and Llama3-70B is $j1qmae3 = 1,000, while for GPT-J and Pythia-6.9B, it is sypt; = Spythia = 520.

Circuit discovery via activation patching. In Section we quantify the effect of patching on
probabilities. We find that applying our effect measure (Equation (I))) on logits instead of prob-
abilities, does not alter the result significantly—the most effective components remain consistent,
differing only in the scale of the effect.

Circuit faithfulness evaluation. Thus far, to measure the faithfulness of the circuit, we have per-
formed mean ablation on all non-circuit components. For that, we calculate the mean activation
output of each component, across all arithmetic prompts. In this context, we do not filter correct
prompts exclusively, but instead use all prompts of the form “op; o opa=", for op1, ops € [0, 300].
This leads to an equal amount of prompts per operator, thus maintaining the mean activation bal-
anced across the different operators. When evaluating a circuit with partial MLP layers (Section[3.1]),
we mean ablate lower-effect neurons in middle- and late-layer MLPs only, starting and ending in the
earliest and latest layers from which the answer is extractable via linear probe (Section[2.2). These
layer ranges are [16,32],[39, 80], [14, 32],[17, 28] In Llama3-8B, Llama3-70B, Pythia-6.9B, and
GPT-J, respectively.

Linear probing for correct answers. We define a linear probe f;, : R — R?, where s is the
single-token limit, to predict the correct answer token from the output representation at layer ! and
position p. We compute these outputs by using all correctly completed prompts, with 80% used for
training the classifier and 20% for evaluation. Each probing classifier is implemented as a one-layer
fully connected model. We train it using the Adam optimizer (Kingma & Bal [2015) with a learning
rate of 0.0003 and a batch size of 32, optimizing a cross-entropy loss function.

Heuristic classification. In applying the heuristic classification algorithm (Section [4.T), we use
all activations from the last position p = 4 and employ a classification score threshold ¢ = 0.6. Due
to a lack of ground truth data for neuron-to-heuristic matches, the threshold is chosen to achieve a
Pareto-optimal balance of false positives, that occur more for a lower threshold, and false negatives,
that occur more in a higher threshold. The amount of false classifications is estimated manually.
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Table 3: Accuracy of the analyzed models on arithmetic prompts.

Operator

Model + - X <+ Average

Llama3-8B 097 096 0.84 0.92 0.95
Llama3-70B 097 099 099 0.73 0.88
Pythia-6.9B 030 0.04 0.27 0.75 0.43
GPT-] 023 0.09 046 0.64 0.37

H MODEL ACCURACIES ON ARITHMETIC PROMPTS

Table [3] presents the accuracy of the analyzed models on arithmetic prompts. The accuracy is eval-
uated across prompts where the result is represented by a single token, with both operands con-
strained to the interval [0, 300], where 300 represents the maximum value of operands in the an-
alyzed prompts (Section [2.1)), chosen for efficiency. It is noteworthy that the high accuracy rates
observed in division operations for the smaller-scale models (GPT-J, Pythia-6.9B) can be attributed
to the non-uniform distribution of answers in integer division, i.e. - half of the legal prompts result
in the token ‘0’.

I RESULTS ON ADDITIONAL MODELS

To demonstrate the generalizability of our findings across differently-trained LLMs, we conduct
our primary experiments on Llama3-70B (Dubey et al., 2024), Pythia-6.9B (Biderman et al.|[2023),
and GPT-J (Wang & Komatsuzaki, [2021). We replicate the experiments for circuit discovery and
evaluation (Section [2.1)), linear probing for answer token embeddings (Section [2.2)), top-k neuron
faithfulness analysis (Section [3.1)), and heuristic analysis (Section .2). The results obtained are
similar to those of Llama3-8B across all three LLMs:

* The circuit comprises a sparse subset of attention heads that project operand and operator
information to the final position, along with all MLP layers. Early-layer MLPs process in-
formation at the operand and operator positions, while middle- and late-layer MLPs process
the combined information at the last token. These findings are illustrated for Llama3-70B
(Figure[T6a), Pythia-6.9B (Figure[I7a), and GPT-J (Figure [I8a).

e Linear probing results indicate that the correct answer can only be extracted with high
accuracy in the final position, following the processing initiated by middle-layer MLPs.
These observations are presented for Llama3-70B (Figure[I6b), Pythia-6.9B (Figure [T70)),
and GPT-J (Figure[I8D).

* The circuit requires a sparse subset of middle- and late-layer MLP neurons to achieve
maximal faithfulness. These results are depicted for Llama3-70B (Figure [T6c), Pythia-

6.9B (Figure[17¢), and GPT-J (Figure [I8c).

* The heuristic neurons in the middle- and late-layer MLPs are the model components that
write the correct answer to the model output. This is shown by repeating the prompt-guided
knockout experiment (Section [4.2). The ablation of specific heuristic neurons associated
with prompts results in a more significant reduction in model accuracy compared to the
ablation of a random set of neurons of equivalent size. These findings are illustrated for
Llama3-70B (Figure 8], Pythia-6.9B (Figure[17d), and GPT-J (Figure[I8d).

The results observed in Llama3-70B exhibit the highest similarity to those reported in Llama3-8B,
with a more pronounced knockout effect compared to the other two models. We hypothesize that
this indicates a more sophisticated development of the bag of heuristics in Llama3-70B, potentially
facilitated by its larger size and modern training methodology.

J ADDITIONAL EXAMPLES FOR ARITHMETIC HEURISTICS

We present supplementary examples of heuristic neurons (Table ] Table[5] Table[6] and Table[7] for

the four arithmetic operators, respectively). Each neuron h;lz;:st found to be important for a specific
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arithmetic operator (Section[3.1)) is categorized as one or more heuristics. For each designated oper-
ator, we randomly present four neurons. We compute and report each neuron’s activation pattern, the
ten numerical tokens with the strongest embeddings in each neuron’s value vector vf,’ft, and provide

a non-exhaustive list of the heuristics it implements.

Furthermore, we present in Table [§] several examples of causally significant neurons that have not
been classified as specific heuristics. These neurons are relevant to the aforementioned limitation in
our methodology (Section [8); it is conceivable that they too may be considered components of the
bag of heuristics, depending upon our ability to comprehend the abstractions they implement.
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Figure 16: Llama3-70B analysis results
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Table 4: Examples of heuristic neurons for the addition operator

Top-10
Neuron o numerical . .
nullnber Activation pattern logits in value Classified Heuristics
Bost vector v
out
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Table 5: Examples of heuristic neurons for the subtraction operator

Top-10
Neuron . numerical . -
nullnber Activation pattern logits in value Classified Heuristics
h ’n,t l,n
pos vector v,
250
!5' 200 705’ ’000’7
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S 150 rr” ’015°, °535°,
16,747 g L5 s gs 22
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Table 6: Examples of heuristic neurons for the multiplication operator

Top-10
Neufbon Activati numerical Classified Heuristi
nﬁlln" er ctivation pattern logits in value assified Heuristics
post vector vi"
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Table 7: Examples of heuristic neurons for the division operator

Top-10
Neuion Activati numerical Classified Heuristi
HUIlfln er ctivation pattern logits in value assified Heuristics
hpost ln
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Table 8: Examples of neurons that failed to classify as one of the defined heuristic types

N b Top-10 numerical
euron number . S
hl’” Activation pattern loglts in value vector
post Vl,n
out
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