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Supplementary Material

A. Architectures

Our method employs four Multi-Layer Perceptrons (MLPs)
and two sets of learnable latent codes. The MLPs are: ALP,
GLP, used for local processing, signed distance regressor
GREG, and Radiance regressor AREG. The latent codes are
for color fa and geometry fg . Here are the details of these
components:

Latent codes: The color latent codes fa ∈ R64 and the
geometry latent codes fg ∈ R32 are both initialized from a
normal distribution with variance 1e−4.

Radiance Local Processing ALP: This MLP comprises
four linear layers with intermediate dimensions of 128. It
takes as input the color latent codes fa and the relative dis-
tance of query points to the neural points, with positional
encoding using 6 frequencies.

Raidance Regression AREG: processes the aggregated
color latent codes along with the view direction (without
positional encoding). It consists of three linear layers with
dimensions [259, 128, 3].

Geometry Local Processing GLP: This MLP also has
four linear layers with intermediate dimensions of 128. It
processes the geometry latent codes fg and the relative dis-
tance of query points to the neural points, without any posi-
tional encoding. This MLP is frozen after learning the local
geometry prior and remains unchanged during sparse view
surface reconstruction.

Signed Distance Regression GREG: This consists of a
single frozen linear layer that maps the processed geometry
latent codes to an SDF value.

B. Loss Functions

Feature Consistency Loss LFC [6]: First, we estimate a
set of surface points P̂ = {p|p = xi,u,v(t

∗)} by finding
zero-crossings t∗ along each ray xi,u,v(t) that are computed
using linear interpolation between adjacent samples:

t∗ =
ŝ(x(tj))tj+1 − ŝ(x(tj+1))tj

ŝ(r(tj))− ŝ(x(tj+1))
. (1)

Figure 1. Qualitative comparison of mesh reconstruction with
the point-based mesh reconstruction methods. In contrast to our
approach, point-based mesh reconstruction methods often show
missing areas, even when initialized with DUST3R [10] point
clouds.

Figure 2. Sampled points from the reconstructed mesh on few
scans from DTU dataset.

where tj is estimated using ŝ((tj)) · ŝ((tj+1)) < 0. We then
define the photo-consistency loss as:

LFC =
1

|P̂||I|

∑
pi∈P̂

∑
πj∈Π

∥fϕ(πj(pi))− fϕ(π0(pi))∥1,

(2)
where Π is the set of the projection matrices for the images
I, with I0 being the reference view, and fϕ computed with
VisMVSNet [15].

Pseudo loss Lpseu : We estimate surface points using ren-
dering weights [5]. This approach ensures that the estimated
points have a SDF value close to zero, effectively lying on
the surface. We compute the estimated surface point loca-
tion t∗ along a ray x(t) as a weighted average of sample



positions:

t∗ =
∑
i

wi · ti∑
wi

, (3)

where wi are the rendering weights and ti are the sample
depths along the ray. Using these estimated surface points,
we introduce the pseudo ground-truth loss:

LPseu =
1

N

∑
||ŝ(x(t∗))|| . (4)

C. Implementation Details
Training: For sparse view reconstruction, we optimize a
composite loss function:

Ltotal = Lren+λfc · Lfc+λpseu · Lpseu+λTV · LTV, (5)

where λfc = 0.5, λpseu = 0.5, and λTV = 0.01. We
train the model for 100,000 iterations using the Adam opti-
mizer [8] on a single A100 GPU.

We implemented efficient querying of K neural neigh-
bors implemented using a GPU-accelerated VoxelGrid ap-
proach [11, 13]. The VoxelGrid parameters are configured
as follows:

1 voxel_size = (0.025, 0.025, 0.025)
↪→ % Voxel size for each dimension

2 voxel_scale = (2, 2, 2)
↪→ % Voxel scale for each dimension

3 kernel_size = (3, 3, 3)
↪→ % Range of voxels searched for
↪→ neighbors

4 max_points_per_voxel = 26
↪→ % Maximum number of points stored in
↪→ a voxel

5 max_occ_voxels_per_example = 20000
↪→ % Maximum number of occupied voxels
↪→ per point cloud

6 ranges = (-1.0, -1.0, -1.0, 1.0, 1.0, 1.0)
↪→ % Maximum ranges the VoxelGrid spans

The voxel size is set to match the average distance be-
tween neural points, ensuring an appropriate spatial distri-
bution. Each voxel is limited to containing a maximum of
26 points, balancing between spatial resolution and compu-
tational efficiency.

We set K = 8 for neighbor queries, aiming to have, on av-
erage, 8 queried neural points for every ray-marched query
point. This configuration strikes a balance between captur-
ing sufficient local information and maintaining computa-
tional efficiency.

Datasets: For evaluation on the DTU [7] dataset, we ad-
here to the split established by S-VolSDF [12]. This pro-
tocol excludes scans from the training set of multi-view

stereo methods, utilizing only those in the test/validation
splits. Additionally, we follow the standard protocol em-
ployed by [1, 9, 14] for the quantitative evaluation and use
masks for training.

Since, there are no previous sparse view method tested
on Mip-NeRF 360 [2], we randomly select three input views
for all qualitative evaluations. The lack of ground-truth
point clouds precludes Chamfer Distance (CD) evaluation,
limiting our analysis to qualitative results. Our evalua-
tion encompasses four scenes from Mip-NeRF 360, with
corresponding view IDs as follows: Garden: (DSC08116,
DSC08121, DSC08140) Kitchen: (DSCF0683, DSCF0700,
DSCF0716) Treehill: ( DSC9004, DSC9005, DSC9006)
Stump: ( DSC9307, DSC9313, DSC9328).

Results: Our method demonstrates superior performance
in mesh reconstruction compared to point-based tech-
niques such as Points2Surf [4] and CAP-UDF [16]. As
shown in Figure 1, even when using points obtained from
Dust3R [10], these alternative methods often produce re-
constructions with holes and fail to capture fine details. In
contrast, our approach achieves more complete and detailed
reconstructions, highlighting the effectiveness of our neu-
ral point-based representation and learned local geometry
prior.

Additional reconstruction and Novel View Synthesis
(NVS) results on the Mip-NeRF 360 dataset are pre-
sented in Figure 3 in comparison with NeuSurf [6] and S-
VolSDF [12]. We also show points sampled from the recon-
structed mesh Figure 2.

D. Local Prior
Data: To train our local prior, we design a setup that emu-
lates volume rendering conditions. We sample two distinct
sets of points:

1) Query points X = {(xi, ρi)}Ni=1, sampled in close
proximity to the mesh surface. These points are generated
using two different variances (0.05 and 0.001) to simulate
the ray-marching process in volume rendering. On average,
we sample N = 500k query points for every mesh.

2) Neural points N = {(pj , fgj )}Mj=1, which represent
the underlying structure of our reconstruction. To ensure
density-agnostic learning during local prior training, we
employ farthest point sampling on the mesh surface, main-
taining an average inter-point distance of 0.025. The num-
ber of neural points, M, varies based on the mesh size,
which is normalized to fit within a unit cube. During in-
ference for sparse view reconstruction, we subsample the
neural points to match the same density as training.

Our training data is from five classes in the ShapeNet [3]
dataset: sofas, chairs, planes, tables, and lamps. To enhance
robustness against noise, we add Gaussian noise with a vari-
ance of 0.01 to the neural points.



Figure 3. Qualitative mesh reconstruction on Mip-NeRF360 [2]. Compared to previous sparse view methods, we can achieve much
better reconstruction on larger, unbounded scenes. S-VolSDF completely failed on the stump scene.

Training: To train the local prior, we employ a combina-
tion of loss functions:

Lprior = LSDF + λTV · LTV + λeik · Leik (6)

where λTV = 1e−2 and λeik = 1e−3.
Our training process utilizes a batch size of 5. Each batch

instance comprises 40,000 randomly sampled query points,
equally distributed between positive and negative SDF sam-
ples, along with 2,000 neural points. These neural points are
padded with points outside the unit cube to ensure consis-
tent batch size.

We train the geometry MLP and the latent codes for
5,000 epochs. For the latent codes, we implement a co-
sine annealing learning rate schedule, starting at 1e−2 and
gradually decreasing to 3e−4. The MLP is trained with a
constant learning rate of 3e−4. We use the Adam [8] op-
timizer throughout the training process. Instead of K = 8
during sparse view reconstruction, we set K = 4 neighbors
during the local prior training.

The total training time for the local prior is approxi-
mately 8 hours, utilizing a single A100 GPU. This compre-
hensive training approach ensures that our local prior effec-

tively captures the geometric properties of diverse shapes,
enabling robust sparse-view reconstruction.

Results: We show some quantitative results in Figure 5
of surface reconstruction on ShapeNet [3] dataset and the
Stanford bunny. These results are shown for unseen objects
after training the prior. The geometry MLP is frozen and
only the geometry latent codes are optimized. We achieve
quality mesh reconstruction with high surface details.

We extend our analysis to demonstrate the potential of
our optimized geometry latent codes for point cloud clus-
tering. Figure 6 illustrates this capability using the Stanford
bunny model, where we present six distinct clusters derived
from these codes.

The clustering results reveal an property of our opti-
mized geometry latent codes. These codes appear to cap-
ture and encode local surface orientations effectively. As
a result, the clustering process groups points with simi-
lar local geometric characteristics together. This suggests
that our method not only reconstructs the surface accurately
but also learns a meaningful representation of local surface
properties. Specifically, we observe that: 1) Points belong-



Figure 4. Qualitative NVS on Mip-NeRF360 [2]. Spurfies can synthesize novel views in higher quality than previous sparse-view
methods.

Figure 5. Mesh reconstruction results on a few unseen objects
from ShapeNet [3] and the Stanford bunny.

Figure 6. Clustering of optimized geometry latent codes based on
six orientations. The geometry latent codes add local descriptive
information to point clouds.

ing to the same cluster tend to have similar surface normals
or curvature properties. 2) Transitions between clusters are
generally smooth, indicating a continuous representation of
geometric features which is achieved using LTV.

This clustering capability demonstrates an additional
utility of our approach beyond surface reconstruction. It
suggests potential applications in shape analysis, feature de-
tection, and semantic segmentation of 3D models.
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