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1 Discussion on Catastrophic Forgetting

Thank you for drawing attention to the work by Gueta et al. The results, references, and papers
citing it show that our work fits within a broader line of work across modalities for model ensembling,
and actually highlights one area where our work differs from the prior work we saw. We have added
the following supplementary discussion, and the main text will refer to it when we discuss model
ensembling:

“““ In our Results, we showed that CLIP models fine-tuned on pathology data (PLIP and QuiltNet)
underperform their base models; we further showed that by interpolating weights between the fine-
tuned and base models leads to a stronger general model, replicating a result by Wortsman et al 2022a
with natural images. There is a large body of work on ensembling fine-tuned models with a base
model, which we now discuss.

One difference of our result compared to from Wortsman et al 2022a (and most other works we
saw) is that their fine-tuning phase has a different training strategy to pretraining: they do image
classification trained with softmax loss. In our setting, the fine-tuning uses image-text pairs with the
CLIP loss (the same as pretraining). This could be called ‘continued pretraining’ (Ibrahim et al 2024)
on specialist data, but we chose to use ‘fine-tuned’ to be consistent with the past biomedical works,
specifically the PLIP paper.

Gueta et al 2023 and Rame et al 2023 working with language models, and Wortsman et al 2022b
working with CLIP, shows that superior performance can be achieved by ensembling multiple models
fine-tuned on the same task with different data. This suggests that we could ensemble multiple CLIP
models fine-tuned for pathology (PLIP and QuiltNet), however this is not possible because they use
different base models with different architectures.

Another subtle difference is that the evaluation dataset we use for evaluation in MicroBench is
using a different dataset to the fine-tuning dataset used in PLIP and QuiltNet, which is in line with
some results by Chosen et al 2022, and Matena and Raffel 2021. ”””

As stated on our response, we would like to thank you again for bringing this relevant work to our
attention. Given the challenges of curating high-quality, specialized microscopy data at the same scale
as general Internet-based datasets (e.g., LAION 5B). Domain-specific biomedical VLMs often fine-tune
a general-purpose model, which is a good practice. However, biomedical VLMs often overlook strategies
to mitigate catastrophic forgetting, as highlighted by the fact that the specialist biomedical VLMs
we evaluated did not initially employ such strategies. Overall, this expanded discussion emphasizes
the importance of adopting strategies to mitigate catastrophic forgetting when fine-tuning VLMs for
specialized biomedical applications.
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