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Figure 1: More analysis of the reconstruction approaches ’Sketch — 3D Face’ (S2TD-Face) and Sketch — RGB Face Image — 3D
Face’. Red boxes indicate areas inconsistent with the input sketch. Direct reconstruction from the sketch optimally preserves

geometry (Ours).

1 MORE ANALYSIS ABOUT
RECONSTRUCTION FRAMEWORK

When considering reconstructing 3D faces from sketches, one op-
tion is our proposed S2TD-Face, which directly reconstructs 3D
geometry from input sketches. Alternatively, a trivial approach
involves initially translating 2D sketches into 2D facial images
[8, 10] and then applying existing 3D face reconstruction methods
[1, 7] to obtain 3D geometry. In Tab. 1 of the main paper, we have
already illustrated that S2TD-Face outperforms the latter signifi-
cantly in quantitative comparison. To further analyze these two
approaches, we implement the latter using state-of-the-art sketch-
to-image (ControlNet [10] and pSp [8]) and image-to-3D-face (HRN
[7] and TriPlaneNet [1]) methods, and compare the results with
those of S2TD-Face. As shown in Fig. 1, these sketch-to-image
methods [8, 10] exhibit limited robustness across various sketch
styles, failing to translate sketches into face images that maintain
consistency with the identity, expression, and pose in input. This
indicates that critical geometric information is often lost during
the transformation process of "Sketch — RGB Face Image — 3D

Face’. Note that TriPlaneNet [1] lacks the capability to reconstruct
topology-consistent geometry. On the contrary, S2TD-Face is able
to reconstruct high-fidelity, topology-consistent detailed geometry
from face sketches of diverse styles.

2 MORE COMPARISON WITH OTHER
METHODS

We further compare the reconstruction results of our S2TD-Face
with those of DeepSketch2Face [6], Deep3D [2], HRN [7], PRNet [4],
MGCNet [9], 3DDFA-V2 [5], and DECA [3], as shown in the Fig. 2,
which indicates that S2TD-Face is capable of handling various styles
and poses of facial sketches and achieves the best results consistent
with the input sketch details.
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Figure 2: Qualitative comparison with the other methods. Our method (S2TD-Face) achieves the best results that consistent
with the input sketch details.
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