
1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

Supplementary Materials of “InsVP: Efficient Instance Visual
Prompting from Image Itself”

Anonymous Authors

A MORE DETAILS REGARDING
HYPER-PARAMETERS

The varying sample sizes among datasets lead us to perform a grid
search for optimal learning rate and weight decay. The learning
rate and weight decay parameters employed for the ten datasets in
the main text are presented in Table 1.

Table 1: The learning rate and weight decay hyper-
parameters employed for the ten datasets in the main text.
“lr” and “wd” represent the learning rate and weight decay
respectively.

DTD CUB Birds Dogs Flowers
lr 2e-3 6e-4 9e-4 2e-4 4e-4
wd 1e-1 1e-4 1e-4 1e-4 1e-4

Food Cifar100 Cifar10 GTSRB SVHN
lr 5e-4 3e-3 2e-3 2e-3 5e-3
wd 1e-3 1e-3 1e-3 1e-3 1e-3

B MORE ABLATION STUDIES
B.1 Different Designs of Image-level Instance

Prompting.

Table 2: Different designs of image-level instance prompting.
The FC, Conv, and Attn represent the fully connected layer,
convolutional layer, and attention layer respectively. “Conv-
FC” represents the concatenation of Conv and FC, forming
a network where Conv and FC are connected sequentially.
“FC + Attn” denotes that FC and Attn are two parallel and
independent networks.

CUB Birds Cifar100 SVHN
FC 88.5 84.1 90.4 95.3
Conv 88.7 84.2 90.8 95.7
Attn 85.6 81.9 87.9 93.8
Conv-FC 88.9 84.2 90.7 95.5
Attn-FC 86.6 81.6 87.3 93.5
FC + Attn 87.8 83.2 89.5 94.3
FC + Conv 89.3 84.6 91.2 96.1

As shown in Table 2, we explore different designs for the instance
image prompter using basic network structures such as FC, Conv,
and attention layer [1]. It can be observed that using the attention
layer resulted in a significant drop in performance. This is because
the attention layer has a large number of parameters and requires
a substantial amount of data for effective training. On the other
hand, using two lightweight networks, FC and Conv, allows us to

capture the local patch information and global information of the
samples effectively. In future work, we will further explore the net-
work architecture of the instance image prompter to better extract
distinctive discriminative information from individual instances.

B.2 Different Designs of Feature-level Instance
Prompting.

As shown in Table 3, we conduct comparative experiments with
different methods for generating Feature Prompts. Among these
methods, the “S-Conv + 𝒑𝑐 ” form achieved the best performance.
This is because lightweight convolutional networks have difficulty
learning deep features of samples. On the other hand, the common
prompt 𝒑𝑐 captures common features across all samples, making it
relatively easy for the convolutional network to learn the deviations
of individual samples from these common features.

Table 3: Different designs of feature-level instance prompt-
ing. S-Conv signifies the use of a single convolutional net-
work to generate the feature prompt for all MSA blocks. L-
Conv, on the other hand, denotes the utilization of individual
convolutional networks for each MSA block to generate the
corresponding feature prompt. 𝒑𝑐 represents the learnable
common prompt introduced in the main text.

CUB Birds Cifar100 SVHN
S-Conv 88.1 83.9 90.1 95.2
L-Conv 88.6 84.1 90.4 95.2
S-Conv + L-Conv 88.4 84.2 90.6 95.4
S-Conv + 𝒑𝑐 89.3 84.6 91.2 96.1

B.3 Influence of Patch Size in the Patch
Prompter.

The patch size in the patch prompter G𝑙 affects both the model’s
parameters and the effectiveness of local feature extraction, thus
we conducted ablation experiments on it. As shown in Table 5,
a patch size of 16 achieved the best performance across all four
datasets. This is because when the patch size is further increased,
it leads to a rapid increase in the number of parameters in the fully
connected layer of the patch prompter. However, as the data in
downstream tasks are limited, this can cause the model to overfit,
thereby reducing its performance. Conversely, when the patch
size is reduced, the number of parameters in the patch prompter
decreases and its representational capability is reduced. At the same
time, the discriminative information contained in each image patch
is reduced, resulting in a decline in the model’s performance.

B.4 Different Designs of Weighting Parameters.
fusion weight of image prompts 𝛽𝐼 and fusion weight of feature
prompt 𝛽𝐹 We endeavored to make the fusion weight of image
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Table 4: Influence of patch size in the patch prompter G𝑙 .

Patch Size CUB Birds Cifar100 SVHN
2 88.2 82.5 89.7 94.6
4 88.8 83.2 90.5 95.4
8 89.1 83.9 90.9 95.8
16 89.3 84.6 91.3 96.1
32 88.9 84.3 91.1 95.9
64 88.4 83.1 90.5 94.4
128 88.1 82.6 89.7 94.2

prompts 𝛽𝐼 and the fusion weight of feature prompt 𝛽𝐹 learnable
parameters for direct optimization. We initialized 𝛽𝐼 and 𝛽𝐹 to 0.5
and continued learning them. On CUB, the final result was 89.0%,
only marginally lower by 0.3% compared to the fixed parameter.
Similar phenomena can also be observed in other datasets. This

adaptive weight learning idea can be further explored in future
work.

Table 5: Different designs of fusion weight of image prompts
𝛽𝐼 and the fusion weight of feature prompt 𝛽𝐹 .

CUB Birds Cifar100 SVHN
Fixed 89.3 84.6 91.3 96.1
Learnable 89.0 84.2 91.2 95.8
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