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ABSTRACT

Stochastic gradient descent (SGD) and its variants are the main workhorses
for solving large-scale optimization problems with nonconvex objective func-
tions. Although the convergence of SGDs in the (strongly) convex case is well-
understood, their convergence for nonconvex functions stands on weak mathe-
matical foundations. Most existing studies on the nonconvex convergence of SGD
show the complexity results based on either the minimum of the expected gradi-
ent norm or the functional sub-optimality gap (for functions with extra structural
property) by searching over the entire range of iterates. Hence the last iterations
of SGDs do not necessarily maintain the same complexity guarantee. This pa-
per shows that the e-stationary point exists in the final iterates of SGDs, not just
anywhere in the entire range of iterates—A much stronger result than the existing
one. Additionally, our analyses allow us to measure the density of the e-stationary
points in the final iterates of SGD, and we recover the classical O(%) asymptotic

rate under various existing assumptions on the regularity of the objective function
and the bounds on the stochastic gradient.

1 INTRODUCTION

We consider the empirical risk minimization (ERM) problem:

1 n
1 F = - i 5 1
min | F(z) = — i;f (w)l (1)
where f;(z) := E.,p,l(z;2;) denotes the loss function evaluated on input, z; sampled from its

distribution, D;. Additionally, let F' be nonconvex, lower bounded, with Lipschitz continuous gradi-
ent; see Section [3] ERM problems appear frequently in statistical estimation and machine learning,
where the parameter, x, is estimated by the SGD updates (Bottou et al.,[2018; Xu et al.|[2021). For
a sequence of iterates, {x; };>o and a stepsize parameter, v, > 0, SGD updates are of the form:

T4l = Tt — Vet 2

where g; is an unbiased estimator of V F;, the gradient of F' at x;; that is, E(g;|z;) = VF}. This
approach, as given in (2), selects an index independently and uniformly with replacement from the
set [n], and processes its corresponding stochastic gradient; this way, the same index can be selected
again. However, the existing programming interfaces in ML toolkits such as PyTorch (Pytorch.org,
2019) and TensorFlow (tensorflow.org)) use a different approach—random reshuffling or randomness
without replacement (Mishchenko et al., 2020; (Glirbiizbalaban et al., 2021). In this case, at each
cycle, ¢, a random permutation o of the set [n] is selected, and one complete run of all indices from
o1, which guarantees that each function in (I)) contributes exactly once. Formally, RR-SGD updates
are of the form:

T(t—1)nti = T(t—1)nti-1 — V9o (i) (Tt—1mti=1)s i = 1,2, ,n; t =1,2,3, ..., 3

where g,, ;) () is the stochastic gradient calculated at x;. RR-SGD posses faster convergence than
regular SGD (Mishchenko et al.,2020; |Giirbiizbalaban et al.,[2021])), leaves less stress on the memory
(cf. Section 19.2.1 in|Bengio| (2012))), and hence more practical.

The convergence of SGD and RR-SGD for the strongly convex functions is mostly well understood
(Shalev-Shwartz et al., |2009; |(Gower et al., 2019; Shamir & Zhang| 2013; Mishchenko et al., |2020),
but their convergence of the last iterates for nonconvex functions remains an open problem. For
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a nonconvex function, F', the existing convergence analyses of SGD show, as T' — oo, either (i)
the minimum of the norm of the gradient function, min; ] E|VF;|| — 0 (Ghadimi & Lan, [2013;
Khaled & Richtarik, [2020; |Stich & Karimireddy, 2020); |'| or (ii) the minimum sub-optimality gap,
minsep) (E(F(z¢)) — Fy) — 0 (Gower et al., 2021 [Lei et al., 2020). Notably, the first-class uses
the classical L-smoothness, and the size of the gradient function, ||V F}|| measures the conver-
gence. Whereas the second class considers F' to have extra structural property, such as Polyak-
Lojasiewicz (PL) condition (Gower et al.| [2021} [Lei et al., |2020) and the minimum sub-optimality
gap is the measure of convergence. Nevertheless, in both cases the notion of e-stationary point E] is
weak as they only consider the minimum of the quantity E||V F|| or (E(F(z:)) — F\) approaching
to 0 (as T — o0) by searching over the entire range of iterates, [T']. Alongside, by adding one more
sampling step at the end, x+ ~ {;};c[r), some works show E|VF.| — 0 instead; see (Ghadimi
& Lan, [2013; |Stich & Karimireddy, 2020; Wang & Srebro}, 2019)).

In practice, it is common to run SGD for 7 iterations (that in the order of millions for DNN training)
and return the last iterate (Shalev-Shwartz et al.| |2011). Therefore, we may ask: How practical is
the notion of an e-stationary point? For example, training ResNet-50 (He et al.,[2016) on ImageNet
dataset (Deng et al.,[2009) requires roughly 600, 000 iterations. The present nonconvex convergence
analysis of SGD tells us that at one of these 600,000 iterations, E||VFi|| ~ 0. Indeed, this is
impractical. That is, the existing results treat all the iterations similarly, do not motivate why we need
to keep producing more iterations, but only reveal that as long we are generating more iterations, one
of them will be e-stationary point. However, numerical experiments suggest that the final iterates of
SGD (and RR-SGD) will for sure contain more e-stationary points. This motivated us to ask: Can
we guarantee the existence of e-stationary point for SGD and RR-SGD for the nonconvex case on the
final iterates? But guaranteeing the final iterates of SGD contain one of the e-stationary points alone
does not conclude the task. Thus, we also would like to quantify the denseness of these e-stationary
points among the last iterates. In all cases, SGD achieves an O(ﬁ) asymptotic convergence rate for

nonconvex, L-smooth functions which is optimal (Carmon et al.,2020). Therefore, a more refined
analysis is required to capture this asymptotic rate.

To answer these questions, we make the following contributions:

(i) Convergence analysis of SGD for nonconvex functions. By controlling the stepsize parameter

(using either constant or decreasing stepsize), we show the existence of e-stationary points in the
final iterates of SGD and RR-SGD for nonconvex functions; see Section 4} This is the first result to
guarantee that the e-stationary points exist in the final iterates of nonconvex SGD, compared to the
existing classical convergence results in (Ghadimi & Lan, |2013}; [Khaled & Richtarikl [2020; [Stich
& Karimireddy, 2020) or high probability convergence results in (Harvey et al.,[2019a} [Lei et al.}
2020). In contrast to the existing works of Shamir & Zhang|(2013); Jain et al.| (2019), on showing
the final iterates of SGD converge for convex and strongly convex cases, we perform our analysis
without suffix averaging. Additionally, our techniques can be extended to the convergence of SGD
for nonconvex and nonsmooth objective; see|A.3

(if) Classic asymptotic rate under various assumptions on bounds of the stochastic gradient.

Assumptions on the bounds of the stochastic gradient are an important factor, but we do not judge
which assumption is better over the other as the literature has established potentially many interplays
between them; see Section [3} The focus of this study is to give a proper mathematical convergence
guarantee of SGD and RR-SGD for nonconvex functions. Therefore, our analyses is based on one
of the most general assumptions on the bounds of stochastic gradient—the expected smoothness
by [Khaled & Richtarik| (2020). This bound encompasses most commonly used bounds such as, the
(M, o*)-bounded gradient noise (Stich & Karimireddy, [2020), strong and weak growth condition
Vaswani et al.[(2019). We recovepr the classic O(ﬁ) convergence rate of nonconvex SGD under

no additional assumptions, where 7' is the number of iterations. For RR-SGD, the convergence rate
is O(\/%), similar to Mishchenko et al.|(2020), where T is the number of epochs.

'Some works show, the average of the expected gradient norm, 7 >, E[|[VFy|| — 0 as T' — oo for fixed
stepsize, or the weighted average of the expected gradient norm, ﬁ > B[ VE| = 0as T — oo for
. :
variable stepsize; see (Bottou et al.,2018).

2 A stationary point, in general, is either a local minimum, a local maximum, or a saddle point. In nonconvex
convergence of SGD, z is an e-stationary point if E[|VF(z)|| < eor E(F(z)) — Fy) <e.
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(iii) Density of e-stationary points. An interesting consequence of our convergence analyses is that

they allow us to measure the density of the e-stationary points in the final iterates of SGD—A first
standalone result. That is, we show that the density of the e-stationary points over the tail portion for
the SGD iterates, x; is almost 1 for large T, where ¢ € [(1 — n)T,T] and n € (0, 1]; see Section

Finally, we support our theoretical results by performing numerical experiments on nonconvex func-
tions, both smooth (logistic regression with nonconvex penalty) and nonsmooth (feed forward neural
network with ReLU activation); see Section[6] Our code and results are publicly available; see [B]

2 BRIEF LITERATURE REVIEW

The convergence of SGD for convex and strongly convex functions is well understood; see Appendix
[Alfor a few related work. Additionally, see Appendix [A] for the stability and generalization bound
of SGD. We start with nonconvex convergence of SGD.

Nonconvex convergence of SGD was first proposed by |Ghadimi & Lan|(2013)) for nonlinear (pos-
sibly nonconvex) stochastic programming. Inspired by (Nesterovl 2003} (Gratton et al., |2008)),
Ghadimi & Lan (2013) showed that SGD achieves min, ¢ E||V F} |> < e after running for at most
O(e~?) steps—same complexity as the gradient descent for solving (I). |Ghadimi et al.| (2016)
extended their results to a class of constrained stochastic composite optimization problems with
loss function as the sum of a differentiable (possibly nonconvex) function and a non-differentiable,
convex function. Recently, Vaswani et al.| (2019) proposed a strong growth condition (SGC) of
the stochastic gradient, and showed that under SGC with a constant p, SGD with a constant step-
size can attain the optimal rate, O(e_l) for nonconvex functions; see Theorem 3 which is an im-
provement over Ghadimi & Lan| (2013). [Stich & Karimireddy| (2020) proposed the (M, 02) noise
bound for stochastic gradients and proposed a convergence analysis for (compressed and/or) error-
compensated SGD; see (Stich et al., 2018} |Sahu et al., |2021). For nonconvex functions, [Stich &
Karimireddy (2020) showed E|VF(xz.)|| — 0, where x, ~ {;}¢c7]. At about the same time,
Khaled & Richtarik] (2020) proposed a new assumption, expected smoothness (ES), see Assumption
for modelling the second moment of the stochastic gradient and achieved the optimal O(e~2)
rate for SGD in finding stationary points for nonconvex L-smooth functions. Among others, |Lei
et al.|(2020) used Holder’s continuity on gradients and showed the nonconvex convergence of SGD.
Additionally, they showed the loss, F' converges almost surely to a random variable. By using
mini-batches to control the loss of iterates to non-attracted regions, Fehrman et al.| (2020) proved
the convergence of SGD to a minimum for not necessarily locally convex nor contracting objec-
tive functions. The highlight of the above works is that they show nonconvex convergence of SGD
with different conditions on the second moment of the stochastic gradient, and use the minimum of
the expected gradient norm, min,¢ (7 E||V F¢|| — 0, or the average of the expected gradient norm,
73, E|VE| — 0as T — oo, to show this. Additionally, for convergence of proximal stochas-
tic gradient algorithms (with or without variance reduction) for nonconvex, nonsmooth finite-sum
problems, see (J Reddi et al., |[2016j [Li & Lil 2018); for non-convex problems with a non-smooth
and non-convex regularizer, see (Xu et al.,[2019).

Adaptive gradient methods such as ADAM (Kingma & Ba| [2015), AMSGrad (Reddi et al.l|2018),
AdaGrad (Duchi et al.l [2011)) are extensively used for DNN training. Although the nonconvex
convergence of these algorithms are more involved than SGD, they focus on the same quantities as
SGD to show convergence. See nonconvex convergence of ADAM and AdaGrad (with or without
momentum) in (Défossez et al.,|2020), nonconvex convergence for AdaGrad in (Ward et al.,|2019),
Theorem 2.1; also, see Theorem 3 in (Zhou et al., [2020), and Theorem 2 in (Yang et al., [2016) for
an unified analysis of stochastic momentum methods for nonconvex functions. Recently, Jin et al.
(2022) proved almost sure asymptotic convergence of momentum SGD and ADAGRAD.

Compressed and distributed SGD is widely studied to remedy the network bottleneck in band-
width limited training of large DNN models, such as federated learning (Konecny et al., 2016
Kairouz et al.,|2019). The convergence analyses of compressed and distributed SGD for nonconvex
loss (Dutta et al., 2020; |Xu et al., 2021 |Alistarh et al., 2017;Sahu et al., 2021;|Stich & Karimireddy),
2020) follow the same structure of the existing nonconvex convergence of SGD.

Structured nonconvex convergence analysis of SGD and similar methods. Gower et al.|(2021)
used extra structural assumptions on the nonconvex functions and showed SGD converges to a global
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minimum. |Gorbunov et al.|(2021) showed when F' is cocoercive (monotonic and L-Lipschitz gradi-
ent), the last-iterate for extra gradient (Korpelevich, [1976) and optimistic gradient method (Popov,
1980) converge at O(:) rate.

3 ASSUMPTIONS

Assumption 1. (Smoothness) For every i € [n], the function, f; : R? — R, is L-smooth, i.e.
fily) < file) +(Vfi(x),y —x) + %Hy —z||? for all x,y € R4

Remark 1. The above implies that F' is L-smooth.

Assumption 2. (Global minimum) There exists x, such that, F(x,) = F, < F(z), forall v € R%.

Bound on stochastic gradient. There have been different assumptions to bound the stochastic
gradient. One may follow the model of |Stich & Karimireddy| (2020). Let the stochastic gradient,
g+, at iteration ¢ is of the form, g = VF; + &, with E[¢|z¢] = 0. The above model leads to the
following assumption as given by |Stich & Karimireddy|(2020).

Assumption 3. ((M, 0?) bounded noise) There exist constants, M, o> > 0, such that for all z, €
R?, the stochastic noise, &, follows

E[[|&? | z:] < M| VEF|? + o2
Remark 2. Assumption [3]implies that E[||g;||? | #¢] < (M + 1)|VF||2 + o2

Assumption 4. (M, 0%) bounded stochastic gradient) Let F follow Assumption Then there exist
constants M, o> > 0, such that for all x; € R, the stochastic gradient, g, follows

Efllgel| | we] < 2L(1+ M)(F, — F\) + 0.

Among different assumptions considered on bounding the stochastic gradient in the literature (see
Bottou et al.[(2018)); \Ghadimi & Lan| (2013)); Stich & Karimireddy| (2020)); [Lei et al.| (2020); |Gower
et al. (2021); |[Vaswani et al.[(2019); Dutta et al.| (2020)), recently, Khaled & Richtarik| (2020) noted
that the expected smoothness is the weakest among them and is as follow. Assumption [5] contains
Assumption [3]and ] as special case.

Assumption 5. (expected smoothness) There exist constants, A, B,C > 0, such that, for all x; €
R4 we have
Ellgell? | @] < 2A(F, — F,) + B|VE|? + C.

Finally, we state the bounded variance assumption of gradients from |Mishchenko et al.| (2020) that
the authors used in proving the nonconvex descent lemma of RR-SGD, Lemmal|l]| For details of how
Assumptions E] and@] are connected see [Mishchenko et al.| (2020).

Assumption 6. (bounded variance of gradients) There exist constants, A, B > 0, such that, for all
x € RY, the variance of gradients follow

+ LiemIVSi(@) = VF(@)|? < 2A(F(2) — F.) + B.

4 MAIN CONVERGENCE RESULT

We present our main convergence results in this section. Section[d.1] presents the nonconvex conver-
gence results by using the expected smoothness. Also, see Appendix[A.3]on how our techniques can
be extended to the convergence of SGD for nonconvex and nonsmooth objective. Finally, in Section
[.2] we show the nonconvex convergence of RR-SGD.

4.1 CONVERGENCE OF SGD USING EXPECTED SMOOTHNESS

Khaled & Richtarik| (2020) demonstrated that the expected smoothness in Assumption [5] contains

Assumption [3| and 4] as special cases. We will use this assumption to derive our main result. To

help the reader, we sketch the key steps that lead to our main results. In the nonconvex case of

convergence of SGD, by using the L-smoothness of F' and expected smoothness of the stochastic

gradients, we arrive at the following key inequality; see Lemma 2 by |[Khaled & Richtarikl (2020):
LBy LyiC

5 EIVE® < (14 Ly A)E(FR) - F) = (B(Fia) - F) + : )

%(1 D)
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Convergence using a fiexed step size v; = ~. Denote r; = E||VF||?, §; = E(F}) — Fy,D :=

(1+Ly2A),E :=~y(1-L52), F = LV;C, and rewrite () as

(St+1 S D(St — E'f't + F7 (5)

which after unrolling the recurrence becomes
T T
041 < DTG~ EY D"+ FY D" (6)
t=0 t=0

Denote W = ZtT:O Dt. Rearranging the terms again and dividing both sides by E we have

T
;DT—tTt n 57;1 < D;"'l 5o+ F;/V 7
Note that
— iDt 0+ LWLQ/;)T“ -1 FW_ i+ Ly2A)T+1 — 1
= 724 E VAQ— LBY)
and

DT+ 2(1 4 Ly2A)TH
E 42— LBv)

Therefore, can be written as

T 25T+1 _ 2(1 + L’yzA)TJrl N C[(l + L,Y2A)T+1 _ 1]

¥2-LyB) = ~A(2-LBy) VA(2 - LB7)

(14 Ly2A) Tt 4 (8)

t=0

Letn € (0, 1]. Then the left-hand side in the inequality (8) is bounded from below by

i 14+ L2A)Tt > (nT -1 i .
o e D, QLTI (T -1 min e
(1—n)T<t<T

if LBy <1and (1+ Ly?A)T*! < 3 then the right-hand side of (§) could be bounded from above
by

669 2C
— 4 —. 9)
v o A
Hence, we obtain
i <234+ ¢ L (10)
min P
(1-n)T<t<T = 0T 4 (nT — 1)y

Now, letting v := 4/ (T_}_“ﬁ, we are able to show the following result; see Appendix for the
proof.

Theorem 1. Let F follow Assumptions and 5] Let € > 0 andn € (0,1]. If the number of
iterations T' > 1 satisfies

T > max

2
4v2LA(360 + C/A) LB?In3 2
) -1,-

envin3

A b 77 b
then, there exists an index t > (1 — )T such that E|VF;||* < e.

Remark 3. Lete > 0. Forn — 0, and T = Q (max{%, 772‘%}) , there exists a t € [(1 —n)T,T],

such that, E||V F;||? < e. For example, take n = 0.05 in the Theorem above. Then we know that the
last 5% steps in the T iterations will produce at least one e-stationary point. For n = 1, we recover

the classical asymptotic convergence rate of SGD, that is, min,¢ 7 E[|VEF||? = O (ﬁ) .
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Remark 4. Using the inequality that 1 + 2 > ¢®/2 for z € [0, 1], we can see that

(14 Ly2A) T+ > V3,

asIn3/(T+1) < 1whenT > 1. So, our choice of v makes sure that the expression (14 L~y2A)T+1
is contained in an interval [v/3,3] to the right side of 1 on the real line. Indeed, any choice of
stepsize such that the expression is contained in an interval on the right side of 1 will work—the
only difference will be in the constants in the estimations.

Convergence using a decreasing step size v;. We consider stepsize v; = \/% with 79 > 0, and
adopt a slightly different technique. Inspired by |Stich & Karimireddy| (2020), we define a non-

negative, decreasing weighting sequence, {w;}7_,, such that w_; = 1 and w; := ufﬁi;é,q)' With
these weights, and by using the notations before, we can rewrite (@) as:
LB LyiC
weye(1— =22y < o1+ L2 A)S; — webern + wp = (11)
Taking summation on (I1) from ¢ = 0 to t = 7', we have
T T
LBy LC
Zwt%(l— ’Yf)Tt S (50—&-*21[}{}%2 (12)
2 2
t=0 t=0
The right hand side of (I2)) is bounded above by
LC
Jo + =A2(In(T +1) + 1). (13)

2
Following the same technique as in the constant stepsize case, the left hand side of (T2)) is bounded
from below by
2

(1-LARI(T +1)) min  r(yo(l = /1- VT +1— L]z% In(T + 1)

(1-n)T<t<T

LBy;

+ In([(1—n)T]+ 1)). (14)

Combining (T3) and (I4), we can state the following Theorem; see Appendix [A.T|for the proof.

Theorem 2. Let F' follow Assumptions and |5 Letn € (0,1]. By choosing the stepsize y; =

\/Z(-)Tl with 2 < there exists a step t > (1 — n)T such that

LAIn(T+1)’

LC"y2
EHVFtHQS Fo—Fy+ 2°(1n(T+1)+1)

(1—LA~Z In(T+1)) (Amn\/iT+17 LB;g 1n(T+1)+LB;3 1n([(17n)T]+1)> ’

Remark 5. For n =1, we recover the classical asymptotic convergence rate of SGD, that
is, minge;r E|VF|? =0 (1n(T+1)). For nn — 0, there exists a t € [(1 —n)T,T]|, such that

VT+1
2 In(T+1)

4.2 CONVERGENCE OF RR-SGD

RR-SGD, one of the closest variants of SGD, outperforms SGD in many aspects, as it is signif-
icantly faster than SGD in practice (Mishchenko et al.| |2020; |Giirbiizbalaban et al., |2021). Re-
cently, Mishchenko et al.| (2020) showed a better nonconvex convergence of RR-SGD compared
to prior work of Nguyen et al.| (2021) without the bounded gradient assumption. Mishchenko et al.
(2020) followed Assumption [6f—bounded variance of gradients. We start by quoting the key descent
Lemma used for the convergence of RR-SGD from (Mishchenko et al., 2020). We focus on constant
stepsize case, results for decreasing stepsize follow the similar arguments.

Lemma 1. Let F follow Assumptions and (6] and the update rule in (3) is run for T epochs.
Then for v < ﬁ andt € {0,1,---T — 1}, the iterates of (3) satisfy
2 3

(E(Feir) = F2) < (1+ AL (E(F) = F) = 221 =2 L2 E[VE 2 + 22528, 15)

where 'T' denotes the total number of epochs.
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Figure 1: Average of 10 runs of SGD (top row) and RR—-SGD (bottom row) on logistic regression with noncon-
vex regularization. Batch size n = 1605 represents full batch.

1

Proceeding similarly as before, and letting v, = v := (Mﬁ) ° , we can show the following

result. See the detailed derivation in Appendix [A.2]

Theorem 3. Let F follow Assumptions[I} [2| and[6}] and the update rule in () is run for T epochs.
Let € > 0 and n € (0, 1]. If the number of epochs T > 1 satisfies

B\* 2 8Lnln3 _ 2
T>max{27<350+A> 7“7252,./4—1,77},

then, there exists an index, t > (1 — n)T, such that E|VFy||*> < e.

5 CONCENTRATION OF THE ¢-STATIONARY POINTS

In nonconvex convergence of SGD, x is an e-stationary point if the expected gradient norm,
E|VF(z)|| < e or the functional sub-optimality gap (for functions with extra structural property),
E(F(x)) — Fy) < e. The existing studies show that either of these quantities approaches 0 by
searching over the entire range of iterates; hence claim an e-stationary point exists. Nevertheless,
this does not confirm that the last iterations of SGDs would maintain the same complexity guarantee.
In modern machine learning applications, generally, the last iterates of the SGD are the most signif-
icant; see (Shalev-Shwartz et al.l 2011)). In this section, we argue that by using our analyses we can
close the existing gap between theory and practice. An interesting consequence of our convergence
analyses is that they allow us to measure the density of the e-stationary points in the final iterates
of SGD without any additional assumptions. This result strengthens our claim in Theorem [I] and
corroborates with the practical aspect of SGD.

Denote the set of indices of e-stationary points, Se := {t : r, < e}. For n € (0,1], let S, =
Se N [(1=n)t,T).

Constant step-size. We know S ,, # () by Theorem On one hand, we have

T T
S A+ LA > Y I+ LAy > > A+ LA e
t=(1-m)T prese t=(1—n)T+|Se,n|

(14 Ly2A)1T=1Senl — 1
Lv2A

€, (16)

where |S, ;| denotes the cardinality of the set S ,,. Note that, > rese (1 + Ly2A)7~'r, has

t>(1—m)T
(T — |Se,5| + 1) terms; so, we lower bound them with smallest of those many terms. On the other
hand, using (8) and (9) to bound the left hand side of (I6), and rearranging the terms we obtain
660LyA + 2C Ly
€

(14 Ly2 AT =1Seml < +1,
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Figure 2: Concentration of the e-stationary points, ‘;—T’]‘ vs. Iterations for nonconvex logistic regression

problem running SGD (left) and RR-SGD (right). We set ¢ = 10™2 and 5 = 0.2.

Taking logarithm to the previous inequality and rearranging the terms we get

In 660 LyA4+2C Ly +1
|Se nl 1 ( N
Wenl > 1 =

1
nl ~ nT In (14 Ly2A) 17

We see that the density of the e-stationary points in the top 1 portion of the tails approaches to 1 as
T increases, which roughly speaking, tells us that almost all the iterations x; for ¢ € [(1 — n)T, T
are e-stationary points.

Recall, from Theorem [I} we know that if the total number of iterations, T' be such that

AVILA(350+C/A)\2 LB In: . .
T > max {( sn(\/lfTS / )) ,LBns 127}, then there will be iterate, t € [(1 — )T, T to

produce E||VF;||? < ¢, where ) € (0,1]. That is, Theorem [| guarantees the existence of (at least
one) stationary point(s) in the final iterates, which is indeed an improvement over the existing re-
sults; see Remark [5] However, we may also notice that the stationary point(s) exists in the final

iterates, which requires that the SGD is run for a sufficiently large number of iterations. Whereas

the claim ‘i—T”l — 1 as T'— oo, says that running SGD for a large number of iterations, 7" is not

necessarily problematic, as one can now surely know that the density of the stationary points in the
tail portion will approach to 1, guaranteeing the entire tail comprising mostly of e-stationary points.

Decreasing step-size. In this case, similarly, by Theorem we have S, ,, # (. For T large enough,
we can lower bound the left side of the inequality as

T

LB LB~?
E wyye(1 — 2%)7“t > ewr E (’Yt - 2% )
=0

tesSe
t>(1—n)T

> (14 LygA(T +1)) (70\/T +1- 70\/(1 =T+ |Sen| -

LBY% In(T + 1)) .

The above, combined with the upper bound in (T3)) can be written as
o+ LR (In(T+ 1)+ 1)
(1+ L2A(T +1))

=D

W(VTFT = /(1 =0T + 8. < + (T 1), (18)

which can be further reduced to

Se D D?
‘ ‘7"] | 2 1 . 2 + 2 .

T yonvV'T 0T
Similar to the argument for constant stepsize case, we conclude that the density of the e-stationary
points in the top 7 portion of the tail approaches to 1 as 7" increases.

19)

6 NUMERICAL EVIDENCE

We conduct experiments on nonconvex functions with L-smooth and non-smooth (for DNNs) loss
to substantiate our theoretical results that are based on stochastic gradient, g;. In practice, g; can be
calculated by sampling and processing minibatches of data. Therefore, besides |V F,|| and F,, we
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Figure 3: Performance of SGD on MNIST digit classification. The top row shows the result of 1 single run of
SGD while the bottom row shows the result of the average of 10 runs.
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Figure 4: Performance of RR-SGD on MNIST digit classification. The top row shows the result of 1 single
run of RR-SGD while the bottom row shows the result of the average of 10 runs.

also track, the norm of the minibatch stochastic gradient, ||V F}p, ||, and minibatch stochastic loss,
Fs, . Note that, B, is the selected minibatch of data at iteration t and Fp, := 157 > ,cp, fi(a)-

Nonconvex and L-smooth loss. We consider logistic regression with nonconvex regularization:

2
J

T
1+z?’

n d
min F(x) := % Z In(1 + exp(—a, z)) + A Z
j=1

Rd
z€ i=1

where a1, ag, ..., a, € R? are the given data, and A > 0 is the regularization parameter. We run the
experiments on the ala dataset from LIBSVM (Chang & Lin, 2011)), where n = 1605,d = 123,
and set A = 0.5. Figures [I|shows the average of 10 runs of SGD and RR—-SGD, respectively, with
different minibatch sizes. The shaded area is given by 0 where o is the standard deviation. For the
plots in the first column, the horizontal lines correspond to the precision, ¢ = 1071, and conform our
theoretical results—If the total number of iterations is large enough then the density of the stationary
points in the final iterates is 1, guaranteeing the entire tail comprising of the e-stationary points.

Concentration of c-stationary points. For e = 102 and = 0.2, in Figure we plot the density of

S . . . . .
| n}”l as a function of iteration, 7" for nonconvex logistic regression problems.

— 1 from below, and conform our theoretical result in Section

the e-stationary points,

[Se.nl
nT

Nonconvex and nonsmooth loss. We use a feed forward neural network (FNN) for MNIST digit
(LeCun et al [T998)) classification. The FNN has one hidden layer with 256 neurons activated by
ReLU activation, and an 10 dimensional output layer activated by the softmax function. The loss
function is the categorical cross entropy. We calculate the loss and the stochastic gradient during the
training by using different minibatches. The entire loss and the full gradient are computed using all
n = 42 x 103 samples. For the average of 10 runs, the shaded area is given by o, where o > 0 is
the standard deviation, and + is the learning rate. In Figures [3|and [ the plots in the first column, the
horizontal lines correspond to the precision, e = 1—For SGD and RR-SGD, if the total number of
iterations is large enough then the entire tail comprising of the e-stationary points.

As T increases,
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A BRIEF LITERATURE REVIEW—CONTINUED

Convergence of structured convex and strongly convex functions. Among the seminal works,
Shamir & Zhang| (2013)) were the first to show that the final iterate has expected error O(%)

for Lipschitz continuous functions and O(%) for strongly convex functions. [Jain et al.| (2019)

designed a new step size sequence for convex and strongly convex function to enjoy information
theoretically optimal bounds on the suboptimality of last point of SGD as well as GD, with high
probability. [Harvey et al.| (2019a;b) proved convergence bounds for non-smooth, strongly convex
case by using Freeman’s inequality.

Stability and generalization bound, that is, estimating the generalization error of learning algo-
rithms is a classic problem and well studied; see for example, [Rogers & Wagner| (1978)); Bousquet
& Elisseeft] (2002); [Feldman & Vondrak! (2018)); [Hardt et al.| (2016); [Lei & Ying| (2020), among
many. The high probability bounds, first used by Kakade and Tewari Kakade & Tewari| (2008), then
Harvey et al. Harvey et al|(2019azb)), generally use rate Martingale and Freeman’s inequality; also
see De Sa et al.| (2015)) for global convergence of SGD for matrix completion and related problems.
Cutkosky & Mehtal(2021) provided high-probability bounds for non-convex stochastic optimization
with heavy tails. For results showing the lower bound on the complexity of finding an e-stationary
points by using stochastic first-order methods, see |Arjevani et al.|(2019) and the references therein.
But stability and generalization of SGD is orthogonal to this work.

In another line of work, |Allen-Zhu et al.| (2019) showed why first-order method such as SGD can
find global minima on the training objective of multi-layer DNNs with ReL.U activation, and almost
surely achieves close to zero training error in polynomial time; concurrent but different result from
Du et al.|(2019). Although, these results are interesting, they are orthogonal to our work.

A.1 CONVERGENCE OF SGD USING EXPECTED SMOOTHNESS—MISSING PROOF

Convergence of SGD for fixed stepsize—Proof of Theorem 1} Let 7 satisfy the inequality in the
Theorem. We first estimate (7T — 1) from below. We have

_nT'—1+vIn3 %nT vin3  nvin3d

= > =
vI'+1+vLA v2T vLA 2v2LA
since T > 2/n and T > 1. Using this estimate in inequality (10), we get

(T — 1)y

C 2v2LA
min @ 1 <2(30g+— | ——=
(A—mT<t<T '~ ( 0 A) n/In3vVT

which is less than € by the choice of 7". Next, using the well-known inequality 1 + =z < e” for all
x > 0, we have

T+1

Finally, note that the inequality 7+ 1 > LB?In3/A implies that LB~y < 1 is satisfied. So, we
verified that if 7" is chosen as in the Theorem, all the needed inequalities for obtaining inequality
(TO) are true. This completes our proof.

T+1
(1+ L2 A)T+! = (1 4 n3 ) <emdo3.

Convergence of SGD for decreasing stepsize—Proof of Theorem [2} We provide more details for

the proof sketched in Section 3. Recall that w_; = 1 and w; = O-&ﬁ and recall

T T
LB LC
E wpye (1 — 2% Yre < 0o + - g wt'yf. (20)
t=0 t=0

Since {w; }]_, is a non-negative, decreasing weighting sequence, we have wr < w; < w_; = 1 for
all ¢ € [T]. Now consider, v; = \/Z?Tl with 79 > 0 a decreasing stepsize sequence for all ¢ € [T].
As a consequence, we have

T T

1
Zwt%g < 73/ mdt =7 (In(T+1) +1).
t=0 t=0
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Hence, the right hand side of (20) is bounded above by

LC <~ LC ,

Following the same technique as in the constant stepsize case, the left hand side of (20} is bounded
from below by

T

T
LBy, . LB
1-— > 1-— . 22
Zwm( 5 Jre > wr omim T Z ¥4 ( 5 ) (22)

t=0 == t=(1-n)T

We will pause here and estimate the quantities. It is straight-forward to find out

1
fy>’y/ ——dt = (1 — /1 —n)VT + 1.
Z t 0 t(l ,'7) \/m 0( )

t=(1-n)T

and
T T 2
LB LB 1 LB~,
S e [ 1= R (1) - ha(((1 - )T + 1),
t=(1—n)T t=[(1-n)1] L+

Recall that, by definition

w_1 > w_1
- (14 LAY — (E?=o<1+LAw?))T“'

wr =
T+1
The last inequality is due to the arithmetic-geometric inequality. Next, we upper bound

T41 T+1
S (1+ LAy2) 7= 7%t - LAY, 25 (14 LAV I(T + 1)\ "'
T+1 N T+1 - T+1 '

Considering LAYZ In(T + 1) < 1 we have
L, LAR (T + 1) Es _ 1
T+1 T 1-LAIn(T+1)
Taken together, we can find is further lower bounded by

(1= LAY In(T+1))  min (vl —/1-n)VT +1

(1-m)T<t<T

2 2
—LZ% In(T +1) + LB% In([(1 = n)T] + 1)). (23)

Combining (2T)) and (23)) completes the proof of Theoremlfor stepsize y; = \/m.

A.2 CONVERGENCE OF RR-SGD
In this section, we sketch the key steps of the convergence of RR-SGD. Denote r, = E||VE||?,
6 = E(F,) — Fy, Dy := (1 + AL*n?~®), By = (1 —4?L?n?), Fy := w. Rewrite (T3) as
St41 < Da2dy — Eory + F,
which after unrolling the recurrence becomes
t ¢
Se1 < DEP'6o— Ex Y Dilrj+ Py D (24)
§=0 §=0

Denote Wy = E;ZO Dé Rearranging the terms again and dividing both sides by F» we have

Seg1 DIt FyW,y
D 4 L < ) 2
Z Nt S Tt 25)
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Note that
_zt:Dj B DIt —1 (1+AL2 243)6+1 1
B - Dy—1 AL2n2~3 ’
BW,  L*n2B(1 +AL2 23yt 1 2 _ B[(1+ AL?n?~?)t — 1]
By 2 AL?n2~3 yn(l —42L2n2) Ayn(1 —~2L2%n2)
d
an D§+1 (1+AL2 2 3)t+1
By  An(l —~2L2n2)
Therefore, (23) can be written as
¢
. 26 2.2 3\t+1 2 2 3\t+1
2.2, 3\i—j,. . t+1 2(1+AL%n?4%) Bl(1+AL?n24%) 41 1]
Z(l + AL ")y + (1 = ~2L2n2) < ﬂm(l—'yzLZnZ) 0o + A'yn(l—’y;L%z) ’
7=0

(26)

Letn € (1/t,1) (assuming ¢ > 1). Setting v < \/§L , we have
left-hand side in the inequality (26) is bounded from below by

min 7, 1+ AL?n2~y3) 0 > (nt — 1 min  rj;
J 7 n J

m > 0. Therefore, the

(I—mt<i<t (1—mi<i<t (1-m)t<i<t
while if v < \/gan and (1 4+ AL?n?~3)!*1 < 3 then the right-hand side of (26) could be bounded
from above by
90 3B
Avn
Hence, we obtain
i <3 (300 + B 1 27
min  r; =) —
(1—mt<j<t 7 = | (nt — )yn

Considering the step size

o In3 3
'Y*'Yt A (t+1)AL2TL2 bl

we complete the proof of Theorem 3]

A.3 CONVERGENCE OF SGD FOR NONCONVEX AND NONSMOOTH OBJECTIVE

Consider a nonconvex, nonsmooth, finite-sum optimization problem by writing (1)) of the form:

F(z 28
min Z filz ; (28)
\—/—’
i=f(x)

where each f;(z) : RY — R is smooth (possibly nonconvex) for all i € [n], and h : R? — R is
nonsmooth but (non)-convex and relatively simple. Consider a mapping, G,, : R? — R such that

%@%Z%@—pmﬁﬂx—vﬂﬂﬂa (29)

where for a nonsmooth, proper, closed function, h, the proximal operator is defined as

. 1
proxy () i= arg i (1(s) + 5l ?). (30)

Theorem 4. Under the same assumptions as in|J Reddi et al.| (20106)), there exists an index, t >
(1 = n)T such that, E||G,(z¢)||* < O (%) , where n € (0,1].
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The proof of convergence follows similar argument as in|J Reddi et al.| (2016)) combined with our
techniques. Moreover, our result can be extended to proximal stochastic gradient algorithms (with
or without variance reduction) for nonconvex, nonsmooth finite-sum problems (J Reddi et al., 2016;
Li & Li, 2018)), and for non-convex problems with a non-smooth and non-convex regularizer (Xu
et al.l[2019).

B REPRODUCIBLE RESEARCH

Our code and results are publicly available at https://anonymous.4open.science/r/
nonconvex—-convergence—-SGD-2844/README . md.
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