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1 EXPERIMENTS ON MORE DATASETS
To further validate the effectiveness of our proposed 3D-CTTSF
method, we conducted additional experiments on the Nr3D [1]
dataset. In our experiments, we adopted a similar experimental
setup to ScanRefer, wherein we localize objects relevant to the given
text in the scene without providing ground truth bounding boxes
for the objects. We utilized Acc@0.25 as the metric. Comparative
analysis was conducted against some methods that reported results
under the same experimental settings, as shown in Table 1. To fairly
compare the existing methods in the same semi-supervised setting,
we also re-implement some approaches by using only 10% labeled
data. The results indicate that our approach outperforms most fully
supervised methods using 100% annotated data, though slightly
inferior to some state-of-the-art methods. Furthermore, when using
an equal amount of annotated data, our approach significantly
outperforms all previous methods.

We did not utilize another dataset, Sr3D, provided by ReferIt3D
[1], as the text in Sr3D is synthetically generated based on rules
rather than manually annotated. While such a dataset may be suit-
able for 3D visual grounding, it is not appropriate for 3D dense
captioning tasks. Since our approach jointly trains these two tasks,
we chose not to employ the Sr3D dataset.

Table 1: Results of 3D visaul grounding on Nr3D dataset.

Method label Acc@0.25
ReferIt3D [1] 100% 24.0

LanguageRefer [2] 100% 28.6
InstanceRefer [4] 100% 29.9

SAT [3] 100% 31.7
ReferIt3D [1] 10% 11.2

3DVG-Transfromer [5] 10% 12.8
InstanceRefer [4] 10% 21.4

SAT [3] 10% 19.7
Ours 10% 30.6

2 ABLATION STUDY ON ASYMMETRIC DATA
AUGMENTATION

We conducted an ablation study on the asymmetric data augmenta-
tion employed in our method, with results summarized in Table 2.
The first two columns of the table denote the types of data augmen-
tation used for the input of the teacher model and the student model,
respectively. ’Weak’ indicates the use of only resampling, while
’strong’ indicates a combination of resampling, random flipping,
random translations, random size scaling, and random rotation. The
outcomes presented in the table demonstrate that asymmetric data
augmentation enhances the performance of pseudo-label learning.
Employing the same level of augmentation (either strong or weak)

for both teacher and student models undermines training effective-
ness. This is because such a practice does not guarantee that the
teacher’s predictions surpass those of the student, thus reducing
the effectiveness of student learning from the teacher.

Table 2: Results of 3D visual grounding on Nr3D dataset.

Augmentation Acc@0.25 Acc@0.5teacher student
weak weak 45.91 33.08
weak strong 47.97 35.28
strong strong 47.37 34.21

3 MORE VISUALIZATION RESULTS
To comprehensively demonstrate our experimental results, we con-
ducted additional visualization experiments using 10% of annotated
data, as shown in Figure 1.
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you are looking for
the chair at the
head of the table.
it's near the door.

GT Query

GT Object

this is a black chair .
it is to the left of the
table

this is a chair with no
arms. it is at a long tan
table.

this is a black chair . it
is to the left of the
table

this is an off-white and black
monitor. it is on the right
closely to an all white
monitor that is similar in size.

the monitor is on the desk .
it is to the right of the
other monitor

this is a white
rectangular pillow. it is
sitting at the head of
the bed.

the pillow is on the top of
the bed . it is the pillow on
the right side of the bed

Figure 1: Visualization of more results. The first two rows represent the ground truth of object positions and the query text,
respectively. The third row presents the results of 3D visual grounding, while the last row presents the results of 3D captioning.
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