Supplementary Material for

“Contextual Bandits with Knapsacks for a Conversion Model”

by Zhen Li and Gilles Stoltz

This supplementary material contains the following elements.

Appendix [A] provides the industrial motivation behind the setting described in Section[2.1}
namely, within the banking industry, a market share expansion for loans.

Appendix [B| contains the proof of Theorem I} i.e., the regret bound in case of a known
distribution v, except for a lemma on learning the parameter of logistic bandits, provided in

Appendix [C]
Appendix [C] states and proves the indicated lemma; both the statement and the proof are
mere adaptations of |[Faury et al.[[2020, Lemmas 1 and 2].

Appendix [D] contains the proof of Theorem [2] i.e., explains how to adapt the proof of
Appendix B to the case of an unknown distribution v.

Appendix [E] details the claims of Section[f] i.e., the extension of the techniques introduced
to the setting of linear CBwK.

Appendix [F]reports a simulation study based on realistic data.

We also discuss below the potential negative societal impacts of our article.

Potential Negative Societal Impacts

This article is mainly theoretical and provides a stochastic-bandit framework and tools that can be
applied in questionable ways or, on the contrary, for the benefits of important societal issues (typically,
clinical trials)—put differently, we provide a general-purpose methodology, for which ethical impacts
are always difficult to assess. That being said, here, the main risk in our eyes would be that if a
company sells products that have a potential negative social impact, it may use the policies proposed
by this paper to boost the sales by being able to offer personalized discounts.
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A Industrial Motivation: Market Share Expansion for Loans

We describe the industrial problem we faced and which led to the setting described in Section [2.1]

Incentives and discounts are common practices in many industries to achieve some business objectives;
however, there is usually a limit on the number or/and total volume of discounts that can be granted,
so companies need to select carefully who should receive them. We consider, for instance, the banking
industry, with a business objective of market share expansion: achieving the highest possible volume
of loan subscription (total subscribed amount). Note that in practice, all loan applications need to go
first through a risk-assessment process, and offers are only made if the bank considers that the loan
will not put the customer’s solvability at risk. We assume that all the clients concerned here have
already gone through this process and are eligible for getting a loan from a given bank. We formulate
the problem in a sequential manner as follows.

Ateachround ¢ > 1, a client asks for a credit product. Her/his characteristics are denoted by x; € R",
and encompass the socio-demographic profile, the loan request (amount &,y ¢, duration g, ), etc. It
is reasonable to model these characteristics as independent draws from a common (possibly unknown)
distribution v. Based on x;, the bank will suggest some standard interest rate ir(x;) based on its
pricing rules; the detail of the rules is not relevant and we assume that the underlying function ir is
given. If client ¢ accepts the offered rate ir(x;) and subscribes to the loan, an event which we denote
by y; = 1 and call a conversion, the bank gets a sales performance (gain on volume) x,, ;. Otherwise,
the client declines the offer, which we denote by y; = 0 and the bank gets a null reward.

Actually, to improve the chances of a conversion, the bank may also offer a discount a; € (0, 1],
or lack of discount a; = 0, on the interest rate. If it offers a discount a; > 0 and y; = 1, the bank
will suffer a loss of earnings, equal to a; ir(x;) out(x; ), where out(x;) denotes the total outstanding
amounts. This loss of earnings is considered a promotion cost. These promotion costs are summed
up to previous such costs and should usually not exceed a fixed-in-advance budget B> > 0. Also,
there is usually a fixed-in-advance limit B; > 0 on the total number of clients who can subscribe
with a discount.

Given that the customers’ characteristics are i.i.d., it is indeed reasonable to assume that y; follows
some Bernoulli distribution with unknown probability P(a¢, ;). Of course, the higher the discount,
the higher the probability of a conversion.

We summarize the setting with the notation of Section[2.1] We assume that discounts are picked in
a finite grid D = {j/D : j € {0,..., D}}, so that the action set equals A = D U {au}. At each
round ¢ > 1, given the customer’s characteristics «; and the discount a; € [0, 1] picked by the bank,
the latter receives the following reward and suffers the following costs:

r(ag, ©e) ye where r:(a, ) — T,
and clas, )yt where c:(a,x) — (L{azoy, air(z,) out(x,)).

The first component of the cumulative cost vector measures the total number subscriptions with
discounts, and the second component reports the total promotion costs. The bank wants to enforce

T
Zc(ahwt) Y = Z(]l{aﬁéo}7 az ir(zy) out(z¢)) yr < (By, Ba)

t=1 t=1
while maximizing the sum of the achieved rewards.

Normalizations in [0, 1] both for rewards and cost components may be achieved by considering the
maximal amount M, and outstanding M, that the bank would allow, and by considering

r:(a,x) = Ton/Mum and c: (a,x) —~ (]l{a7é0}, air(xz) out(:ct)/Mom)

with the alternative budget (B;, By/M,,). A single budget parameter B = min{ By, By /Mom}
may be considered by a final normalization: by dividing the first cost component by By /B > 1 if
By > B, or the second cost component by (Bs/M,,)/B > 1if Ba/M,, > B, respectively.
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B Detailed Proof of the Regret Bound in Case of a Known Distribution »:
Proof of Theorem/I]

The proof is divided into four steps.

B.1 First Step: Defining Confidence Intervals on the Probabilities P(a, x)

The keystone of this step is the following lemma, adapted from [Faury et al.| [2020]: it provides
guarantees for the adapted version of Logistic-UCB1 defined in Phase 1 of the adaptive policy studied
in this article. The lemma actually holds for any sampling strategy of the arms, not just the one used
in Phase 2 of the adaptive policy.

The reasons of the adaptations, lying in different settings being considered, as well as a detailed proof,
are provided in Appendix [C] We recall that we denote

1
= - - . X
: Sup{ﬁ(‘P(a,m)TO) T e » @ € ‘A\ {anull}> 0 S @} y

and that since n = n(1 — n) € [0,1/4], we always have k > 4. We also recall the notation for the
maximal Euclidean norm of an element in ©:

O] = max||0] .
€0

Lemma 1 (combination of Lemmas 1 and 2 of |Faury et al.|[2020] with minor adjustments, detailed
in Appendix [C). Assume that k < +oc. Fix any sampling strategy and consider the version of
Logistic-UCBI given by @B)—Q). For all § € (0,1), there exists an event E,,, 5 with probability at
least 1 — 6 and such that over &, 5:

Vt > 1, Va € A\ {auu}, Yo € X, |Py(a,z) — Pa,z)| <

<
Yo\ K101 +1/2) [ (a, ) ||v;1 ’

m m/2
2 2 t
where 'Yt,A,(S:\/X(”@” +1/2)+\f/\ln( 5 <1+4m)\) )
t
and Vi = Z ‘P<a57 ws)‘p(asa ws)T]l{as;éaW”} + kAL, .
s=1

Associated confidence intervals for the P(a, ). Thanks to this lemma, we consider the upper-

confidence bonuses
ei(am) = s\ 6 (101 +1/2) ()|, - ©)

On the event &4, 5 Of Lemma we have, forallt > 1,alla € A\ {a,u}, and all z € X: on the
one hand,

Us(a, ) = min{ﬁt(a,a}) +ei(a, @), 1} > min{ P(a,z), 1} = P(a,z) (10)

and on the other hand,
Up(a, ) = min{ﬁt(a, ) + e4(a, @), 1} < Pa,x) +e(a,z) < Pla, @) + 2e,(a,z) . (11)
Control of the sum of upper-confidence bonuses. According to the proof sketch of Section[d] it

only remains to control the sum of the upper-confidence bonuses at observed contexts x; and played
actions a;. Note that at rounds ¢ > 2, we use the bonuses ;1 (a, ). We prove that

T

1 T
22575_1(at,mt)]l{at¢anu"} <oy k(4]0 +2) \/ZmeaX{l, /M} ln<1 + mAm) .

t=2

d;f By

(12)
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To that end, we first note that ;1 x.s < Y7,),6:

T T
22&71(“& ‘Bt)]l{at#anuu} ST \/ ”(4”@” + 2) Z || plar, ) H thll]l{at#anun} :
t=2 =2

Given that ||| < 1 by assumption, a direct application of Lemma [2]below (a classical result of basic
algebra for linear bandits) ensures that

T T 1
Do llelar @) 17— Lo o < ?mmaX{l, 1} hl(l + M)

KA KAM
t=1

A Cauchy-Schwarz inequality thus entails

T

Z H (P(a/ta wt) || Vf:ll]l{at?ﬁanull} <
t=1

£l T
1 Zt:1 ]l{aﬁéanu }
Z Lo ann} \/Qm max {17 n}\} hl(l + Tﬂ

t=1
1 T
<VTi/2mmax<1l, — sln{1+ —— |,
KA KAM

Lemma 2 (Elliptic potential and determinant-trace inequality, cf. Lemmas 10 and 11 of |Abbasi-Yad
kori et al.| [2011]], Lemmas 15 and 16 of [Faury et al.| [2020]). For all A > 0 and all sequences
Uy, U, . .. of vectors in R™ with ||us|| < 1, defining Uy = A1, and fort > 1,

which concludes this step.

t
Ut = )\Im +ZU,¢(’U¢)T 5
s=1

we have, for all T > 1:
T 1 .
2
;:1 Hut”Ut:ll < 2mmax {1, )\} ln<1 4 )\m>

B.2 Second Step: Dual Formulation of the Sampling Phase (Phase 2) and Consequences

In this step, we consider a round ¢ > 2 for which the cost constraints of Phase 0 of the adaptive policy
are not violated and the optimization problem OPT(v, U;_1, By r) is to be solved; its solution is the
policy p,(hi—1, -) used to sample a; according to p,(h:—1, x+).

We first rewrite in its dual form the optimization problem OPT(v, U;_1, By ) and show that strong

duality holds. As a consequence, there exists a vector 3;"*** € R? such that p,(h;_1, - ) may be

identified as

Ty (r(a,X) —( ‘;"“g’*)Tc(wX)) Ur1(a, X) 7a(X) + > Y B35 ma(@) | -

acA reX ac A

argmax Ex..,
X P(A)

By exploiting the KKT conditions, we are able to get rid of the double sum above and finally get a
X-pointwise characterization of p,(h;—1, - ): forallz € X,

py(he1,@) € argmax Y- (r(a, @) = (81*) " e(a,@)) U1 (0, %) ga
9€P(A) 4ex

where, with no impact, we may replace the r(a, ) — ( 'Z“dg’*)T ¢(a, x) by their non-negative parts.

The distributions p, (h;_1, x) may therefore be interpreted as maximizing some upper-confidence
bound on penalized gains (rewards minus some scalarized costs).

We also prove OPT(v, U;_1, Br) > Br(87"**)" 1 based on the KKT conditions.
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Primal form of the optimization problem OoPT(v, U;_1, Br). Since X is a finite set (this is
actually the key place where we need this assumption), the optimization problem OPT(v, U;_1, Br)
may be stated as the opposite of

min —TEx~. r(a, X)Ui_1(a, X) mo (X
e T | 0 ) U0, 30|

> e(a, X) Ui—i(a, X) mq(X)
acA

Vae A, Ve e X, my(x) >0,
VeeX, Y mi(z)=1.

acA

Thanks to the no-op action a,,; € A, which is used to model abstention and results in null rewards
and costs, i.e., 7(aun, ) = 0 and ¢(aum, ) = 0 for all x € X, we may relax the third constraint
into

under TEx-. < Brl,

Ve e X, Zm(m) <1.
acA
Indeed, any vector (7, (x)) € RA*¥ satisfying the constraint with < 1 can be transformed into a

vector (77&(:1:)) € RAX¥ for which the expected reward and the first and second constraints remain
identical while the third constraint is satisfied with = 1: by adding the necessary probability mass to
the components 7, . ().

In the sequel, we consider this primal problem with the < 1 constraint:

—oPT(v, Uy_1,Br) = i —TEx.
(v, Us—1, Br) (M(wr)r)nerﬂlvxx X

> r(a, X)Up—1(a, X) wa(X)]

acA

under TEx~. [Z cla, X)Ui_1(a, X)7e(X)| < Brl, (13)
acA

Vae A, Ve e X, mu(x) >0,
VeeX, Y mi(m)<1.
acA

It forms a convex optimization problem, as its objective and its constraints are all affine (Boyd and
Vandenberghe|[2004, Section 4.2.1]).

Lagrangian (dual) form of the optimization problem. Denote by ™%, 3™ 3™ the vector
dual variables associated with the constraints on budget [budg], non-negative probability [p-pos], and
sum of probabilities [p-sum], respectively. The vectors B°7* and 37" have components £2*™ and
By indexed by ¢ € X and a € A.

We define the Lagrangian associated with our primal problem:

Ly ((Wﬂ (w))a7m7 B, gesem, ﬁp-pm)

= — T]EXNV [Z T(Q,X) Ut*l(aﬂX) WG(X)]

a€A
. (14)
4 (Bbudg) (T]EXND [Z cla, X)Ui—1(a, X) 7o (X)| — BT1>
acA
+ 3 gy (Z Ta() — 1) =D B (@)
reX acA TEX acA

The dual problem consists of maximizing

Ly ((7Ta (x) ) o’ IBb“d{ i ﬁp-pos)

inf
(ma(x)) ERAXX
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under the constraints that all components of the 3™, 3”*"™, 3°P* are non-negative, which we denote
in a vector-wise manner by

ﬂbudg 2 07 ﬂp-sum 2 07 ﬁp-pos 2 O .

Strong duality and consequences. We explain why the so-called Slater’s condition (Boyd and
Vandenberghel |2004} Section 5.2.3) holds; it entails that the value —OPT (1/, Ui_1, BT) of the primal
problem equals the value of the Lagrangian dual problem. The primal problem is convex, all its
constraints are affine, with domain RA*: Slater’s condition therefore reduces to feasibility. And
feasibility of the constraints is clear by taking Dirac masses on any, i.e., () = dq,,, for all
x € X. Since the values of the primal and dual problems are clearly larger than —7" > —oo, Slater’s
condition also implies that the dual optimal value is achieved at a dual feasible set of parameters, i.e.,
that the the constrained supremum and the infimum defining the dual problem are a minimum and
a maximum, respectively. We may therefore summarize the consequences of Slater’s condition as
follows:

—0oPT(v,Ui_1, B1) = max min L ( T (2 b“dg, p-sum p'p"S)
(U, Br) @huds grsim gppos (i, ()| ERAXX (7al ))aafv’ﬁ LB
under /Gbudg 2 O7 ﬁp-sum 2 07 I@P'Pos 2 0 .

Because of strong duality and the existence of a dual feasible set of parameters, the max-min above
equals its min-max counterpart (Boyd and Vandenberghe|[2004, Sections 5.4.1 and 5.4.2]):

~op1( U Br) = min max (@), g 88 ).

(’n'a(m))E]RAXX ﬁbudg>0 BPSUm>Q, 3P-POS>Q

We let B2"®* > 0, B7™™* > 0, and B** > 0 be an optimal dual solution and recall that
p;(ht—1, ) denote an optimal primal solution, which, with no loss of generality, may be assumed
satisfying the < 1 constraints with equality. From Boyd and Vandenberghe| [2004, Section 5.4.2], this
pair of solutions forms a saddle-point for the Lagrangian; in particular,

—0PT(v, Up—1, Br) = Li(py (-1, - ), By, BY™, B™™7) (15)
_ . E ( o)), budg * p-sum, % p pos, *)
omin Lo (ma(@) B}
— : L budg,* p-sum, % P-pOS , % )
W:Xnilg( t(ﬂ- /8 7ﬁt ?IBt )

The distribution p, (h;_1, - ) played thus appears as the argument of the minimum above.

Substituting the definition (T4) of £, into the characterization (I3)), rearranging the first two terms of
L, noting that the third term of £; is null, and discarding the constant term BT( budg, * ) 1, we get:

(i1, -) € (16)

argmin Ex .,
T:X—=P(A)

argmax Ex.,
T:X—=P(A)

—TZ<7‘(%X)+( ) ela, )) Up—1(a, X) mq (X Z Z S

acA TEX a€A

acA zEX acA

We further simplify this alternative definition by showing that the sums of the 357" 7, (x) may be
omitted. We do so by exploiting the KKT conditions.

KKT conditions: statement. The Karush—-Kuhn—-Tucker (KKT) conditions (Boyd and Vanden-
berghe|[2004, Section 5.5.3]) for the primal optimal p,(h:—1, - ) : X — P(A) and the dual optimal

e >0, g™ > 0, and BYPV* > 0 imply the following conditions: first, complementary
slackness which reads

Ya € A, Vx € X, Bl pralhi—1,2) =0 (17)
and
udg, * B udg, *
(B*) Exw | Y e, X) Urr (0, X) pra(he—s, X) | = = (B77) 1: (18)
acA

19
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second, a stationary condition, based on the fact that the gradient of the Lagrangian function (T4)
with respect to the 7, () vanishes. Denoting by v(x) the probability mass put by v on x, we have:

Yae A, Vo e X, Tr(a,z)Ui—1(a,x) v(x)
= (8 (T ela,w) U (a,2) vla)) + GE2" — A0 (19)

KKT conditions: first consequence—final characterization of p,(h;_1, -). For now, we only
exploit (T7): this equality and the fact that 8] 5" m. () is always non-negative show that, as

x,a
announced, the characterization (I6) may be further simplified into

pi(hi-1, -) € argmax Ex.,
mX—P(A)

T3 (rla, X) — (8) e(a, X)) Ut_1<a,x>wa<x>]

acA

= argmax Ex~,
X P (A)

5 (vl X) - (B2)" e(a. X)) UH(a,X)m(X)] .
acA 20)

In the characterization @, as we got rid of the cross terms, the maximization may be carried out in a
X -pointwise manner, i.e., by separately computing each probability distribution p, (h:—1, ) € P(A).
More formally, for each € X,

budg,x\ T
py(li-1,@) € argmax Y~ (v(a,@) = (81*)" e(a,@)) Ui-1(a. @) g @1
q€P(A) acA
In this characterization, r(a, z) — ( 't’“dg’*)T c(a,x) appears as a penalized gain in case a client with
characteristics @ converts, and p,(h;—1, ) is obtained by combining an upper-confidence-bound
estimation U;_1 (a, x) of the conversion rate P(a, ) with this penalized gain.

Denote by (z) = max{z, 0} the non-negative part of z € R and fix x € X". Given that the no-op
action ay,; is such that r(au, ) — (Blt’“d‘g’*)Tc(al1Llll7 x) =0and U;_i(a,xz) > 0 foralla € A, in
view of the objective, any distribution q should move the probability mass ¢, on an action a € A
with 7(a, ) — (8;"**)"c(a, ) < 00 au. As a consequence,

max (T(a, ) — ( ;’”dg’*)Tc(a,m)) U_1(a, @) ga ()

a€P(A) acA
— _ budg,*\ T U, o)
qg;)aﬁ)am<r(a,w) (B1*™) C(a,sc)>+ i—1(a, ) ga(z) (22)
and
p,(hi—1,x) € argmax Z (r(a,w) - (ﬁg"dg’*)Tc(a,x)) Ui—1(a, ) qq - (23)
q€P(A) acA +

KKT conditions: a second consequence. We first exploit the stationary condition (T9). Multi-
plying both sides of this equality by p; 4(h:—1, ), summing over € X and a € A, we obtain an
equality between expectations with respect to X ~ v:

TEx., lz r(a, X) Ui—1(a, X) pt,a(hi—1, X)]

acA
= (ﬁzudg,*)T (T EXNV Z C(CL, X) Ut,1<(l, X) pt,a(htfh X)‘| ) (24)
acA
+ ) BES pralheen, @)= > Y B pra(he1, @),
reX acA TEX aEA -0

=1
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where the equality to 0 indicated in the right-hand side correspond to (I7). We now substitute (I8)
into (24) and obtain

TExw| Y r(a, X)Ui1(a, X)pra(he-1, X)| = Br(B7™ )" 1+ > gram”.
acA reX

The left-hand side equals OPT(v, U;_1, Br) since p,;(h:—1, -) is the solution of the primal problem.
Thus, the equality above entails, by B5*"™* > 0, that

oPT(v,U;_1, Br) = Br(8)**) 1. (25)
B.3 Third Step: Various High-Probability Controls
We prove below that on the intersection between the event &, s of Lemma E] and another event

Euas,s» also of probability at least 1 — J, we have simultaneously that for all rounds ¢ > 2, the policy
p;(ht—1, -) is obtained by Phase 2, i.e., by solving OPT(v, U;_1, Br), and that

OPT(w Vi1, Br) _ Jorin 2 _ g, (26)
T )
4d
clag, i) Y BT+1+\/2T1116>1—(BI)1

where the bound Er was defined in @ and where we used the definition of Br, namely,

T

ZT(aty Ti) Y =

t=1

gl

N

and

t=1

4d
Br=B-2-/2Th—. Q27)

B>c<2+\/2Tln%d> (28)

for ¢ = 1, but we will rather assume that the inequality holds with ¢ = 2.

This definition requires that

Applications of the Hoeffding-Azuma inequality to handle the conversions y;. We recall that
we defined hy as the empty vector and hy = (&, as, Ys)s<i for ¢ > 1. We introduce the filtration
F = (Fi)t>0, with Fog = o(ay, 1) and for t > 1,

Fi = U(ht, at+1, $t+1) .

Then, for all ¢ > 1, the variables r(a¢, x¢) y; and c(a¢, x¢) y; are F;—measurable, with conditional
expectations with respect to F;_; equal to

E[r(at, Ti) Yt | .7-},1] =r(at, @) Plag, ;)
and E[C(at7mt) Yt "Ft—l} = C(Clt, .’Bt) P(at, SCt) .

Indeed, the conditioning by F;_; fixes a; and x;, but not y;, and exactly means, when a; # @y,
integrating over y; ~ P(a¢, ®¢). When a; = a,u, all equalities above remain valid thanks to the
abuse of notation discussed in Section Given that 7 takes values in [0, 1] and ¢ in [0, 1]%, we may
apply d + 1 times the Hoeffding-Azuma inequality (once for r and each component of c¢) together
with a union bound: there exist two events &, p s and E. p s, each of probability at least 1 — §/4,
such that

- d T 4
on & p.s, z:: at, ;) ;7’ a, ) Play, ;) — glng
- 4d a
and on & p,s, z:: ag, Tt) — 1 5 1+ ; cla, z) P(ag, @) .
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Applications of the Hoeffding-Azuma inequality to use the properties of the p,(h;_1, - ). For
this sub-step, we rather condition directly by h;_; (instead of F;_; as in the previous step), where
t > 2. Conditioning by h;_; amounts to integrating first over a; ~ p,(hs—1, ;) and then over
x; ~ v: this is because of the definition of the random draw of a; according to p,(hi—1,x;)
independently from everything else, and because x; is drawn independent from the past according
to v. More precisely, for each ¢t > 2, given that U,_; is hy_;—measurable, we thus have the following

equalities:
ht—l]

E[T(Gt, wt) Us—1(as, ) ‘ ht—l] =E Z T(Ch xy) Ut—l(a7 xt)pt,a(ht—h xt)

acA
=Exw | Y (0, X) Ur—1(a, X) pr.a(he-1, X)]
acA
and E[C(at,wt) Ui—1(as, zt) | htfl] =E Z c(a,z) Up—1(a, zt) pr.a(hi-1, ) htl]
acA

- EXNV

Z c(a, X) Ui—1(a, X) proa(hi—1, X)] )
acA

where we recall that E x .., denotes an integration solely over X ~ v.

By definition of p,(h:_1, - ), whenever the adaptive policy reaches Phase 2 at a given round ¢ > 2:

opT(v,U;_1, B
Ex~y er(a,XWt1<a,X)pt,a(ht17X)] _ o1, U1, Br)

acA T
Br
and Exev| Y ela, X)Ui—1(a, X) pra(hi—1, X) <1
a€A

Otherwise, the adaptive policy is stuck in Phase 0, because at least one cost constraint is larger than
B — 1; in this case, p;(h;—1,x) = dq,,, for all z € X and both expectations above are null. We may
summarize all cases by introducing the indicator function that all cost constraints are smaller than
B—-1,

t—1

Lic,_,<(B-1)1} where Ci1= Zc(as, xs)Ys

s=1

and stating that

opT(v,U—1, Br)
T

Ex~v lz r(a, X)Us—1(a, X) pt,a(ht—1, X)] z lic,_,<(B-1)1}
acA

and Ex~.

B
Z c(a, X) Ut—l(aaX)pt,a(ht—17X)‘| < ?Tl-
acA

Therefore, a second series of applications of the Hoeffding-Azuma inequality (at times 2 < t < 7T,
i.e., excluding the first round) entails the existence of two events &, 7 5 and &, 7,5, each of probability
at least 1 — §/4, such that

In

L opT(v,Ui_1, Br) T
2

T
on & y,s, ZT(at, x:) U1 (ag, ) > Z Tic,_,<(B-1)1} T -
t=2 t=2

ST

L T 4d
and on & v 5, gc(at,wt) Ui—1(at, ) < <BT + §1n 5) 1.

Appeal to results of Appendix[B.1} The inequalities (T0) and (TT) state that on the event &, 5 of
Lemmall] we have

vVt > 1, Va € A\ {am}, Ve € X, P(a,xz) < Ug(a,x) < P(a,x) + 2¢¢(a, x) .
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Thus, on &y,55

- T
> r(a @) Plag, @) = r(a @) Uy (an, @) — 2 ero1(an, @) La, 2ap}
t=1 =2 =2

T
> Zr(at,wt) Ui—1(as,x) — Ep
t=2
T T

and Zc(at,wt) Pla,x¢) <1+ Zc(at,wt) Ui-1(at, ®¢) ,

pat t=2

where we recall that the bound Er was defined in (T2).

Conclusion of this step. We define
Eunzs = Erps NEeps NErUsNEeUS

which is an event of probability at least 1 — 6. On the intersection of Eya, s and &5, by collecting
all bounds together, we have

Zc(at,a}t)yt < (BT+1+\(2T1HZ§Z) 1= (B—l)]_

t=1

This shows that on the intersection of Eya, s and &5, the indicator functions ]l{thlg( B-1)1} all

equal 1, and that the policies p,(h;_1, - ) are always obtained by solving the optimization problems
of Phase 2. We conclude this step by collecting the obtained bounds for rewards and by legitimately
replacing the indicator functions therein by 1.

B.4 Fourth Step: Conclusion

In this step, we merely combine the bounds exhibited in the first three steps to obtain the closed-form
expression of the regret bound. We then propose suitable orders of magnitude for the parameters.

Collecting all bounds to get a closed-form regret bound. By considering g = 7*(x) for each
x € X in (23], where we recall that 77* is the optimal static policy, and by the equality (22)), we note
that, for all ¢t > 2,

Vz € X, Z(r(a,a})—( b”dg"*)Tc(a,m)) Us_1(a, @) pra(hi_1, )
acA

WV

Z (r(a, x) — (ﬁzudg,*)T c(a, a:))+ Ui—1(a, @) mi(x) .

acA

On the event &, 5 Of Lemma the inequality (I0) states that U; 1 (a, ) = P(a,x), which we may
substitute in the inequality above (thanks to the non-negative part in the right-hand side) to get

Ve € X, Z (T(a, w)_ (I@lzudg,*)”l" c(a, CE)) Ut,l(a, ZB) pt,a(ht,l, w)

acA

> Z (r(a,w) _ (,B'ZUdg’*)TC(avw))Jr P(a,x) ) (x)
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We replace the individual by a random variable X ~ v and integrate over X: on &5,

Ex v [Z r(a, X) Ur-1(a, X) pr.a(he-1, X)] (29)
acA

_ ( l;“dgv*)T]EXNu lz 0(07 X) Ut—l(aa X) pt,a(ht—h X)]
acA

> Exo [Z r(a, X) P(a, X) TI';(X)] —(82*)" Ex [Z c(a, X) P(a, X) ﬁ;(X)] .

acA acA

=op1(v,P,B)/T <(B/T)1

The equality to OPT(v, P, B)/T and the inequality < (B/T')1 above come from the very definition
of 7* as the static policy solving OPT(v, P, B). Similarly, Appendix shows that on the event
Euazs, for all 2 < ¢ < T, the policies py o (hi—1, - ) are obtained by solving OPT(v, U;_1, Br), so
that, by definition,

Ex~y [Z r(a, X) Up—1(a, X) pr.a(hi—1, X) | = T

] _ op1(v,U;—1, Br)
acA

Substituting this equality and the KKT condition (I8) into (29) and rearranging, we see that we
proved so far that on the intersection of &, 5 and Eya,,s,

V2 <t LT, opT(v, P, B) — opT(v,U;_1, Br) < (B — Br) (87"**)" 1.
We may also substitute (Z3), i.e., (30"***)"1 < opPT(v,U;_1, Br)/Br and finally get that on the

intersection of &qb,5 and Epa,,s,

B
V2 <t<T, opT(v, P, B) — oPT(v,U;_1, Br) < <B — 1> opT(v,U—1, Br).
T

Summing over 2 < ¢t < T and using that OPT(v, P, B) /T < 1 by definition and by the fact that r
takes values in [0, 1], we obtain

opT(v,U;—_1, Br) <14 zT: opPT(v, P, B) — opT(v,U;_1, Br)

t=2 r t=2 T
T
B opPT(v, U;—_1, Br)
<1+ (= -1 . (30)
()L™
Distinguishing the cases
d opT(v,U;_1, Br) d opPT(v,U;—_1, Br)
opT(v, P, B) — b PT) <0 and  opT(v, P, B) — b P15,
(v, P, B) ; T (v, P, B) ; -

we see, based on (30), that in both cases

T

oPT(v, P,B) — )

t=2

opPT(v,U;—_1, Br) <1+ ( B
T

T B 1) OPT(v, P, B).

We finally substitute and have proved, as claimed, that on the intersection of &qb,s and Epa,,s,

B / 4
OPT(v, P,B) = Y r(as, @) ye <1+ ( — — 1) OPT(v, P,B) + Er +/2T'In~,  (31)
Br B

t=1

where we recall that Er was defined in (12]).
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Improving readability and setting A\. As indicated, we require (28)) with ¢ = 2. By the defini-
tion (27) of By and the inequality 1/(1 — u) < 1 4 2u for u € (0,1/2), we have

BE e 2(2+ «/2;111(461/5)) | )
T

which we may substitute in (31). It only remains to deal with a bound on Er to conclude the proof of
Theorem[11

We set below a value of A larger than 1. Recalling that x > 4, we may already bound Er as

T T
Er <yrasy/r(4l10] +2) \/2mTln<1 + 4m) =2y a5/ K(2[0] + 1) \/mTln(l + 4m) ;

(33)

where 77 5 5, defined in the statement of Lemmam may itself be bounded by

<VA(lel +1/2) + 2| 2 (14 L "
VTN S \[\ 5 am .

For the sake of simplicity, we set the value of A by only optimizing the orders of magnitude in m and
T of (this upper bound on) v, 5, i.e., by considering

VA + mn InT.
VA
We take A = m In(1+7"/m), which is indeed larger than 1 given that T’ > 2m and In(1+7"/m) > 1.
We have 5 1 1 5
—In-<In-= and — In2" < (2In2)y/m < 2¢/m,
Sl <ng = (21n2)v/m < 2v/m
as well as

2 T \"? T T
—=In (1+> <\/Fnln<1+)< mln(1+>.
VA 4m In(1+T/m) 4m 4m
All in all,
T 1
Yras < (Vm+ (|0 +1/2) 1n<1+m> +2\/E+lng. (34)
Combining and (34), we showed:

Er <24/k(2]0] + 1)\/mTln(1 + L) ((\/EJF 6] +1/2) 1n<1 + Zl) +2ym+1In ;)

35)
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C Adaptation of the Logistic-UCB1 Strategy of Faury et al.|[2020]:
Proof of Lemmal/ll

The proof is copied from the proof of Faury et al.|[2020, Lemmas 1 and 2], with minor adjustments.
We mostly provide it for the sake of self-completeness.

The adjustments are required because the setting of [Faury et al.|[2020] is slightly different: their
action set is a subset X' C R", and when the learner picks an action «; € X at round ¢, the obtained
reward r; € {0,1} is drawn independently at random according to a Bernoulli distribution with
parameter 77(:10“;5 0*), where 0, € R" is unknown. The learner then only observes r; and not what
would have been obtained with a different choice of action.

Therefore, the x; and r; of |[Faury et al|[2020] correspond to ¢ (a;, ;) and y; in our setting. The
main difference is that while the learner has a full control over the choice of x; € X in the setting of
Faury et al.|[2020], in our setting, ; € X is drawn by the environment and the learner only picks
a; € A, the learner therefore does not have a full control over ¢(ay, x;). This is why we carefully
check in the present appendix that the results by [Faury et al.[[2020] (namely, their Lemmas 1 and 2)
extend to our setting.

Reminder — A tail inequality for self-normalized martingales. Theorem 1 of |Faury et al.| [2020]
reads as follows. Let F = (F):>0 be a filtration, (Uy);>1 an F-adapted stochastic vector process in
R™ such that |U;|| < 1 a.s. forall ¢ > 1, and (A;);»1 an F—martingale difference sequence with
|A;| < las.forallt > 1;i.e., forall t > 1, the random variable A; is F;—measurable and

E[At |]:t71] =0 a.s.
Denote 07 = E[A? | F;_1], let A > 0, and define, for ¢ > 1:

t t
S;=Y AU, and My =AL,+Y oUU; .
s=1

s=1

Then, for all § € (0, 1), with probability at least 1 — ¢:

VA2 2mdet(M,;)'/2A"m/2
vt > 1, ||St||M;1 < 5 +ﬁln( 5 >
The result above is proved by [Faury et al.|[2020] based on Laplace’s method on supermartingales,
which is a standard argument to provide confidence bounds on self-normalized sums of conditionally
centered random vectors and was previously introduced, in the context of linear contextual bandits,
by |Abbasi-Yadkori et al.| [2011] Theorem 2]; see also the monograph by |Lattimore and Szepesvari
[2020, Theorem 20.2].

(36)

Step 1 — A martingale control. We apply (36) to the following elements. We take as filtration
F = (Ft)e0, with Fo = o(a1, 1) and for ¢ > 1,

Fe = o(ht, atq1, Teg1)

where we recall by = (x5, as, Ys)s<t- We set U, = ¢ (ar, ), which is indeed F;—measurable and
with Euclidean norm smaller than 1 (thanks to the normalization assumed in Section @) Finally, we

set, fort > 1,
At _ 0 . lf at = Qnul,
ye — n(p(an, z ) 0,) if ap # anas
which we rewrite, by the abuses of notation indicated in Section 2.1}
At = (yt - W(‘P(at,wt)T 0*)) ]l{at;éanu”} = (yt - P(ahwt)) ]l{llt?fanun} .

The conditioning by F;_1 fixes a; and x;, but not y;, and exactly means, when a; # a,,;, integrating
over y; ~ P(ay, ;). We therefore have that A; is F;—measurable, with

]E[At | -Ft—l] =0 a.S.;
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that is, (A¢)¢>1 appears as an F—martingale difference sequence, satisfying the boundedness-by-1
constraint. We may therefore apply the result (36). To do so, we first compute the conditional
variances of the A;: fort > 1,

2
E[A7|Fio] = E {(yt ~n(elanw)6.)) | fu] Lo}

= (i (ar, 2] 0:) (1= n(p(ar, 2] 62) ) Lot = (0020 0:) Lo )
where we used the fact that n(l —n) = 7'7 We rewrite

Z Ay ‘P Gs, .’139 = Z(ye - n(@(ah mt)T 0*))90((13’ xs)]l{agéanu]]}

s=1

and note that M; = Wt(O) with the definition (3). The control may be rewritten as follows: for
all § € (0, 1), with probability at least 1 — J,
VA 2 Zmdet(VVt(B*))1/2/\—m/2
— +—=1n .

2 vV 0
As=mn(l —mn) € [0,1/4] and as ||| < 1, we have, by a standard trace-determinant inequality
(see, e.g.,|Abbasi-Yadkori et al.| [2011] Lemma 10]),

det<Wt(9 ( ZU awmé ) Hgo(as,ms) H2]l{as#anun}>
1 " t\"
<A+ @;ﬂ{aﬁéamu} At

Combining the two inequalities, we have proved that for all § € (0, 1), with probability at least 1 — 4,
(37)

vt P 17 ||St||Wt(9*)71 <

vt > 1, 1Stllw,8.)-1 < Va6 —
where ~y; » 5 was defined in Lemma

Step 2 — Application of the martingale control. The martingale control is applied as follows.
We show below that the definition (3)) of 6, entails that

Si— A0, =V, (0;) — U(6,), (38)

where W; was defined in @). Taking the || - ||y, (g,)-1 norms of both sides, together with a triangle
inequality (keeping in mind the boundedness of ©) and noting that

1611w, 0.y < 10ll(xr,- = 161/,
finally yields that for all § € (0, 1), with probability at least 1 — 4,

vzl | w(8) - wie.) < Sillwicenr-1 + VAIO] <vns- (39

[UACHEE
We now show (38). The gradient of the continuously differentiable function

t

A

0 ER™ — > L sar) <y I n((as, ) 6) + (1= y,) In1 —W(SO(asvms)Te))) -5 lel
s=1

vanishes at the point ét where it achieves its maximum, i.e., ét defined in @ satisfies

¢
Z (77 (Lp(as, x,) ét) - ys) plas, ) 1o, £apa}

s=1

_ olas, ) 0;) p(as, ) L i(p(as, @) 6,) <P(a37ws)> ) .
Z ( (‘P(asa CCS)T ét) N ( yS) 1-— 77(<P<as, mS)T ét) {as#anu} t

Where we used 77 = (1 — 1) to get the first equality. In particular,
t t
\Ilt (at) = Z 77(90(0'57 ws)T Ot) <p(as7 ws)ﬂ{as?éanull} + A et = Z Ys Lp(as’ a:s)]]'{aS#anull} ’
s=1 s=1
hence the stated rewriting (38).
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Step 3 — Bound on prediction error. 'We now proceed to bounding, for all a € A\ {a,,} and x:

|P(a, ) — ﬁt(a,w)| = ‘n(cp(a7:c)T 0.) — 77(<p(a7:c)T§t) .

As nis 1/4-Lipschitz (given n = n(1 —n) € [0,1/4)),
. 1 .
|Pula, @) - Pla,@)| < ‘cp(a,a})T @, — ot)‘ . (40)

For two m x m symmetric definite positive matrices M and M’, we write M > M’ whenever
llv]|ar = ||v||ar for all v € R™. This inequality entails (M’)~! = M~!. We introduce below a
symmetric definite positive matrix G such that

Gimw Wi, G (1420)) ' Wi(8:), Gi=(1+20]) Wi6,)  @l)

and R

U, (6;) — Uy (64) = Gy (Ot 0.). 42)
Based on all these properties, we get, by a Cauchy-Schwarz inequality in the norms || - ||, and
[ g

[pla,2) (0.~ 6,)

<lle(@@)|g, 1 16 =0,
6. -0,
¥(8) - w(0.)|, . < VAllea o, o

A triangle inequality for the first inequality, followed by applying (1)) for the second inequality, and
applying the definition of (@) as a projection for the third inequality, shows that

= llela. )l

6,) —v(6,)

= llea. )l

|v@) v

< w6 w6+ fote) w6

< V1129 (H\p(ét) — () ]Wt(et + qu — (8, ‘wtw*)l)
<21+ 2]0] [w®.) - v () .

Substituting the martingale control (39) and collecting all bounds together finally yields

~

]Pt(a,a:) — P(a,ac)‘ < g Hcp(a,a:)”vt,l 1+2[|0] vexs,

as desired.

Note in particular that (39) holds for all ¢ > 1 with probability 1 — §, and that we took care of the
dependencies on a and « through the Hap (a,x) H -1 term. This explains why the result of Lemma

holds with probability 1 — § forall ¢ > 1,alla € A\ {a,,} and all x € X.

Step 4 — Construction of the matrix G;. It only remains to show that there exists a symmetric
definite positive matrix Gy such that and @2) hold. We define

Gt :/ Wt(’l)/ét“r(].—'l})e*) dv
[0,1]

=L, +Z< / (v plas . 5t+<1—v>¢<as,xsfe*)dv> (002, )P(00, 2 L fag) -

The thus defined matrix G; is indeed symmetric definite positive matrix. By definition of « and the
fact that © is convex, we have, for all v € [0, 1],

(v e(as, xs)Tgt + (1 —v)p(as, ) 0,) = 7'7(90((15, x, ) (Uat +(1 - v)O*)> >kt
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which also immediately entails the first inequality of @TI)). To prove (@2), we introduce, for s > 1
such that a; # a,,, the continuously differentiable function

fsg:v € [0,1] — fS,t(U) = n(vcp(as, xS)T at + (1 —v)p(as, ms)T 0*) )

with derivative

~

fs,t(v) = n(v QO(G,S,iL'S)T 0, + (1 - U)‘P(asvws)T 0*) cp(as, ws)T(/ét - 0*) ,
and we have

77(90(0«53 xs)T et) - 77(90(0453 ms)T 0*) = fs,t(l) - fs,t(o) = 0.1] f‘s,t(v) dv )
0,1
These facts, combined with the definition of G, immediately entail {2).

It only remains to prove the third inequality of (T])), namely,
-1
Gy = (1+2)0]) Wi(6.),

as the second one is obtained by symmetry from there, by exchanging the roles of 8, and ét. To do
so, we rely on the following inequality: for all z1, 2o € R,

/ 7'7(21 +v(z — zl)) dov
[0,1]

This inequality is proved, in the case z; # 29, by noting that the second-order derivative of 7 equals

e ¥ —1 . e v —1

n(z1)
= 1 + ‘Zl — 2’2| '

Vv

(43)

ij(z) = iy n(z), where T o € [-1,1],
so that for all z, 2’ € R,
In7j(=") — In(z) = / ZET;dT >l =z, e, A() =n(z)e e
. T

Therefore,

1 —e Il n(z1)
n(z1 +v(z2 — 21) dU?/ i(z1) e V%2l doy = 5(z) > ,
/[0,1] ( ( ) 0,1] ( |21 — 22 1+ |21 — 2o

where we applied the inequality (1 —e~*)/z > 1/(1 4 x), which holds for all > 0.

We go back to proving the third inequality of @T)). With (@3) for the first inequality, followed by an

application of the Cauchy-Schwarz inequality for the second inequality, and the fact that 6,, 8; € ©
have Euclidean norms smaller than ||©||, together with ||| < 1, we have, for all s > 1 with
ag 7& Al

/ 7(v go(as,ws)Tat + (1 —v)p(as, z,) 0,) dv
[0,1]

> ii(plas @) 0.) (1+ | e(an2.) (0. 8| )

~ -1
> i(plas @) 0.) (1+ | elas, @) || 6.8
> (plas @) 0.) (1+2]0]) .

As (1 +2 9| ) -1 < 1, we can then conclude, from the definition of G4, that

t
Gt = (1 +2 ||@||)71 </\ L, + Z 77(80(%, ms)T 0*) ‘P(asv xS)‘P(aS’ wsf]l{%#“nulﬁ)
s=1

= (1+2[el)™ Wy(e.),

as announced. This concludes the proof.
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D Proof of the Regret Bound in Case of an Unknown Distribution »:
Proof of Theorem 2

We rather explain the differences to and modifications with respect to the proof of Appendix [B]
To best do so, we use” superscripts to index various quantities defined based on the estimations 7,
even though these quantities are not themselves estimators. In particular, the budget parameter is

denoted by BT, we refer to the policies computed at rounds ¢ > 2 by p,(h;—1, - ), and by 55 the
event of Lemmafor the sampling strategy pulling actions a; ~ P, (@), which is exactly the strategy
that we are analyzing here; and finally, the optimal dual variables linked to the budget are denoted by

~budg,*

Bt

D.1 Key New Building Block: Uniform Deviation Inequality

Throughout this appendix, we will need to relate quantities defined based on 7; to the target quantities
defined based on v. All these quantities will be of the form: for 1 < ¢ < 7" and for various functions
f: X —=[0,1],

Exp [f(X)]  and  Ex.p [f(X)].
A simple (but probably slightly suboptimal) way to do so is to apply T'| X | times the Hoeffding-Azuma
inequality together with a union bound. We get that on an event é\umﬁg of probability at least 1 — 4,

27X
5
In particular, with probability at least 1 — ¢, for all functions f : X — [O7 1Jandall1 <t < T,

s [100)] - B, [100]| € Y Ju@) — vl <y S 2T o

zeX

Vi<t<T, Vexedlk, Dy () — v(z)| < 1

We now explain the adaptations required (or not required) for each of the four steps of the proof
provided in Appendix [B]

D.2 First and Second Steps: No Adaptation Required

These two steps do not require any adaptation; we merely re-state the useful results extracted therein,
with the corresponding adapted notation.

The first step (Appendix held for any sampling strategy. Therefore, the same upper-confidence

bonuses (9) and Lemma|1|entail that on an event & of probability at least 1 — ¢, for all ¢ > 1, all
a € A\ {a},andall x € X:

P(a,z) < Ui(a,x) < Pla,x) + 2e4(a, x) . (45)

The bound (T2) also still holds, as it was obtained in a deterministic manner not using any specific
feature of the sampling strategy; namely,

T
2> g1t @) (g, 2ang) < Er - (46)

t=2

Similarly, the second step (Appendix [B.2) actually yielded general results between the primal and
the dual formulations of the OPT problems considered. The equality (I8), the characterizations (22)
and (23), as well as the inequality (23) may be instantiated with 7; (in lieu of v/) and ET (in lieu of
Br) as follows. For each ¢ > 2 such that the cost constraints of Phase 0 of the adaptive policy are
not violated and the optimization problem OPT (Dt, U1, ET) is to be solved, there exists a vector

~budg,*

B, > 0 such that first,

(B ) Exes, |3 ela. X) Upi(a, X) Bra(X) | = o+ (871
acA

(47)
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Second, forall x € X,

~budg, %, T
) - ] U— ) a
qg)a&)aeA(rm z)~ (B"7) ela, @) U1 (0,2) u(w)
~budg,*
= U a 48
25y 2 (M) = (B elom) Uiaam)m@) @)
and ~budg, %\ T
D, (hi—1,x) € argmax Z (r(a,w) - (ﬁt ' ) c(agc)) Ui—1(a, ) q, - (49)
a€P(A) 4en +
Third,

~ ~budg, *) T

opPT (94, Us—1, Br) = Br(B, (50)
D.3 Third Step: Most of the Adaptations Lie Here

‘We show below that on the intersection between the events gpmb’g and amif_’(;, introduced above, and
another event Ey,, 5, also of probability at least 1 — §, we have that

ant,wt (B—l)]_
t=1

Therefore, on this intersection of three events, for all rounds ¢ > 2, the policy p,(h;—_1, - ) is obtained
by Phase 2, i.e., by solving OPT(Z/t, Ui_1, BT).

Similarly, we then prove below that on gpmb,(s N gHAZﬁ N amf’g,

=oPT(y,Us_1,Br1)/T

MH

T
r(as )y > Y Exos, [Z r(a, X) Ut—l(a7X)ﬁt,a(ht—1aX)]
=2

acA
—(ET+ 2Tln%+|x| 2T1n2T(|;X)- GD

The inequalities that may be extracted from Appendix[B.3} Several applications of the Hoeffding-

Azuma inequality, together with a union bound, show that there exist an event &y,, 5 of probability at
least 1 — § such that, simultaneously:

t=1

T T T 1
Zr(ahwt)yt = ZT(at,xt) P(atywt) V3 lng , (52)
=1 t=1
T T
T 4d
Z clay, 1) yr < Zc(at,mt) Plag, ) +4/ s In—1, (53)
2 1)
t=1 =1
T T r 7 T 1
ZT’ ap, @) U1 (ag, @) > ZEXN:/ ZT(C%X) Ui—1(a, X) pa(he—1, X) | — 511157
t=2 t=2 LaeA _
(54
T d [ ] T. 4d
Z clag, @) Up—1(ap, z) < ZEXNV Z c(a, X)Up—1(a, X) pra(he—1, X) | +4/ 5 In—1.
2 1)
t=2 t=2 LaeA J
(55)

Dealing with the cost constraints. Now, for each ¢ > 2, the definition of p,(h¢_1, - ), no matter
whether it is provided by Phase 0 or Phase 2 of the adaptive policy, ensures that

~ B
Exno, | Y e(a,X) Ur-i(a, X) Pra(he-1, X) | < 7 1.

acA
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By (@4) and the fact that the sums at stake below lie in [0, 1], we have, on gumf}(;, that for all ¢t > 2,

EXNII

> ela, X)Us—1(a, X) Proa(hi-1, X)]
acA

[1_ oT|x

Combining the two inequalities above with and (53), as well as with the bounds P < Uz
of (@3)), we proved so far that

T T
~ ~ ~ ~ / 4d /1 2T\ X
on gpmb,&ﬁgHAz,émgunif,z; y Z c(at, .’I}t) Yt S (BT =+ 1 + 2T hl ? —+ ; |X‘ % ln 6|> 1.

t=1

S Ex~p, [Z c(a, X) Ui—1(a, X) pt,a(he—1, X)
acA

Since Zl / Vit < 2T and by the definition of §T (see the statement of Theorem, we proved that
t<T

T

on gprob,5 N gHAz,é N gunif,(s ’ Z c(at7 wt) Yt < (B - 1)1 )
t=1

as claimed. Therefore, on gpmw N éA'HAL(; N anif75, the adaptive policy of Box B of Sectionnever
stays in Phase 0 and instead solves, at each round ¢ > 2, the Phase-2 problem OPT (ﬁt, U;_1, BT).

Dealing with the rewards. By (52) and (54), by the bound U;_; < P+ 2¢;_; of (43)) together with
the bound Er of {@6)), and by the uniform control (#4)), we have similarly that on &,op,6 NEraz6 NEunit, s

ZT(auiEt) Yr = ZEXND,, [Z r(a, X) Ut—l(%X)ﬁua(ht—l,X)]

t=1 t=2 acA
4d 2T|X
- (ET +/27 = + |X|\/2Tln(|s> .

Given that on the intersection of events considered, the adaptive policy solves OPT (Dt, U1, ET) for
allt > 2, we have

Ex-s, lz r(a, X) Us—1(a, X) Br.a(he—1, X) (56)

] _ OPT(/V\ta Utfla ET)
acA

T

This concludes the proof of (51), and hence, the adaptation of the third step.

D.4 Fourth Step: Some Adaptations are Also Required

In this final step, we collect the bounds from the previous three steps. Some (rather minor) adaptations
are required, e.g., we would like to integrate (@8)) and @9) over 7; in the left-hand sides and v in the
right-hand sides.

Main modification. We consider some ¢ > 2. For each x € X, we apply and with
g = m*(x) and get

Z (r(a,w) — (B:Udg’*)Tc(aﬂz)) Ui—1(a, ) pr.o(hi—1,x)
acA

>3 (rle2) — (B") ela,2)) Vis(a.2)mi(e).

acA
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The bound U;_; > P of (@3) and the non-negative parts taken in the right-hand side then entail that

on s, Voed, 3 (ram) - (") cla,2)) Uir(a,@) pialhis,)
acA

>3 (rlam) = (B,"") e(a,2)) Plo,a)mi().
+
acA
We replace the individual « by a random variable X ~ 7; and take expectations with respect to X :

on gpf"bv‘s’ Ex~o [Z( (a, X) — (3bﬂdg’ ) (a,X)) Utl(a>X)ﬁt,a<ht17X)]

acA

> Ex.s, [Z( (., X) = (B"") c(a,X)>+P(a,X)7rZ(X)].

acA

Thanks to the non-negative parts in the right-hand side, we identify some function f(X) where f
takes values in [0, 1], so that we may apply the uniform control {4} and get

on s, Exes, [Z(( x)- (3™ (a,X))+P(a,X)7r;(X)]

acA

>Exes | Y (rla, X) = (B,"7) (a,X))+P(a,X)7r;(X)1 — || %m QTJ;X'
acA

>Ex., Z( (a, X)— (B, c(a,X)) P(a7X)7rZ(X)] —|x| %m 2T5|X‘,
acA

where for the second inequality, we simply dropped the non-negative parts.

The rest of the proof for this final step is basically unchanged. Combining all the bounds
exhibited so far in this updated fourth step, we have, for each ¢ > 2,

=oPT(Dy,Us_1,Br1)/T

on a)mb,(s N é\unif,éa EXNﬁt [Z r(a, X) Ut—l(a’a X) ﬁt,a(ht—h X)‘|
acA

~budg,* -
- (B ) ) Ex s, lz c(a, X) Ut—l(a,X)pt,a(ht—laX)]
acA
=opT(v,P,B)/T

= EXNV [Z r(avX) P(CL,X)’]T;(X)‘|

acA

—(B™) Ex lz c(a, X) P(a, X) my(X )] X|Wa

acA

<(B/T)1
where we substituted the inequalities stemming from the definition of 7* as well as the rewriting (56).
Rearranging the inequality above and substituting (47)), we get that on 5pmb 5N é’umf 5

oPT(v,P,B) opT (v, U1, Br)

T T
~budg,*
BB, )1 e R L, 271
S ——F (8 ) Exop, > ela, X) Upa(a, X) pra(X) | + X 5
acA
B — By spudgoa 1 2T|X|
- 14X/ = In =22
7 (B ) 1+ X o = (57)
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Summing this bound over 2 < ¢ < T and combining it with (50), we obtain that on EA'pmb,,; n g’umf,g,

T ~ 3 ~ T e ~
OPT(Vt,Utfl,BT) B — Br OPT(Vt,Ut,hBT) 2T|X|
— < — .
oPT(v, P,B)-) n <14 - > T +X[y/ 27 In =
t=2 t=2
By distinguishing the cases
T o~ e T o ~
oPT (7, Uy—1, Br) OPT (v, Uy—1, Br)
oPT(v,P,B) =) 0 <0 and OPT(v,P,B)-) n >0,
t=2 t=2
the inequality above entails that on Epmb,(; N amﬂ(g,
T —~ ey ~
OPT(v,U;_1, B B—-B 2T\ X
OPT(v, P, B) — Z (72, Ve, Br) < Z—"LopP1(v,P,B) + |X|/2T In X1 +1.
— T Br 1)

Substituting this upper bound into , we finally obtain that on c‘?pmb,(; N gHAM; N amiw,

T

opPT(v, P, B) — Zr(at,wt) Yt <
t=1

B
=T op1(v, P, B)
B

T
4 2T|X
+ET+\/2T1n7d+2|XM/2T1n (‘5 Ny

<2br

We conclude the proof by the same modifications to improve readability as at the end of the proof
of Theorem[I} namely, since the definition of E7 did not change, the bound (33)) is still applicable,

while N
B—Br 2 1 Ad 27| X
e N Qi 4+2\/2T1n—+2\X|\/2T1nJ
Br B B ) )

is obtained with the same techniques and similar conditions as for (32)).
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E Details for the Material of Section [6]

In this section, we first recall (Appendix the setting of linear CBwK introduced by |Agrawal
and Devanur [2016]—and actually, slightly generalize it to match the setting of CBwK for a logistic-
regression conversion model. We then state the adaptive policy considered (Appendix [E.2), which
relies on upper-confidence estimates of the rewards and lower-confidence estimates of the cost vectors.
We also state the corresponding estimation guarantees in a key lemma (Lemma [3). The heart of this
section is to state, discuss (Appendix [E.3) and prove (Appendix [E.4) a regret bound, matching the one
of |Agrawal and Devanur| [2016, Theorem 3], with a slight improvement consisting of a relaxation of
the budget constraints. For the sake of completeness, we finally recall (Appendix the statement
of the adaptive policy of |Agrawal and Devanur| [2016].

E.1 Setting

The setting is the following. We consider a finite action set A including a no-op action a,,, a finite
context set X C R™, a number 7" of rounds and a total budget constraint B > 0. All these parameters
are known. Contexts €1, o, ..., 2y are drawn i.i.d. according to some distribution v. At round
t > 1, the learner observes the context x;, picks an action a; and, conditionally to x; and a;, when
ay # an, Obtains a reward r; € [0, 1] drawn independently at random according to a distribution
with expectation 7(a¢, &), where

Vae A\ {aw}, Ve e X,  Ta,3) = pla2] p,

and suffers a vector cost ¢; € [0, 1]¢ drawn independently at random according to a distribution with
vector of expectations €(a¢, x+), where each component ¢; of ¢, fori € {1,...,d}, is given by

Va € A\ {apu}, VT € X, Gi(a,xz) = p(a,z) 0, .

In the definitions above, ¢ : A\ {a@uun} X X — R™ is a known transfer function, with ||¢| < 1, and
p, and the 6, ; are unknown parameters in R™. We assume that these unknown parameters lie in
some bounded set O, with maximal norm still denoted by ||©||. When a; = @y, the obtained reward
and suffered costs are null: r, = 0 and ¢; = 0.

Comparison to the canonical setting of linear CBwK. Note that in the original formulation of
Agrawal and Devanur [2016]], we have (where x, also denote vectors):

x= (wa)aGA\{anu“} and pla,x) =z, .

Benchmark and regret. The goal is still to maximize the accumulated rewards while controlling
the costs:
maximize Z T while controlling Z c; < B1.
t<T t<T

The goal can be equivalently defined as the minimization of the regret while controlling the costs,
where the regret equals
Rp = OPT(1,7,€,B) = > 1y
t<T
for the benchmark given by the static policy 7* achieving the largest expected cumulative rewards

under the condition that its cumulative vector costs abide by the budget constraints in expectation,
ie.,

OPT 7,7,B = TEx~y T 7X a(X
(v,7,€,B) paax  TEx ;r(a ) T )]
(58)
under TEx~. ZE(G,HJ)W(L(X) < Bl1.
acA

In the sequel, we will use the definition (38) of OPT with different quadruplets of parameters; see, for
instance, the definition of the adaptive policy of Box C.
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E.2 Statement of an Adaptive Policy

The considered adaptive policy is stated in Box C. It is adapted from the adaptive policy of Section 3]
The (almost only) changes lie in Phase 1, which depends heavily of the model. Here, we resort (as
Agrawal and Devanur| [2016])) to a LinUCB-type estimation of the parameters of the stochastic linear
bandits yielding rewards and costs. Based on these estimated parameters, we are able to issue, at each
round ¢ > 2, an upper-confidence expected reward function U;_; and a lower-confidence expected
vector-cost function L;_;. We also use the empirical estimate of the context distribution. In Phase 2,

we solve the OPT problem on these estimates and with the conservative budget ET.

The adaptive policy of Box C bears links, and actually generalizes, the one by Xu and Truong|[2019].
The setting of the latter reference is more limited as more information is provided to the learner, such
as the costs for taking each action and the distribution v of contexts (clients in their case).

For the sake of completeness, we state in Appendix [E.3]the adaptive policy introduced by [Agrawal
and Devanur [2016]].

The main additional ingredient in the analysis of the policy of Box C, compared to the analyses of the
adaptive policy of Section[3] is a guarantee on the outcomes of Phase 1. We recall that we assumed
that the parameters p, and 6, ; lie in a bounded set © with maximal norm denoted by ||©||.

Lemma 3 (direct adaptation from |Abbasi-Yadkori et al|[2011, Theorem 2]). Fix any sampling
strategy and consider the version of LinUCB given by Phase 1 of Box C. For all 6 € (0,1), there
exists an event E, s with probability at least 1 — § and such that over &, 5:

Vi> 1 Va € A\ {aw}, Ve € X, [i(a,2) —T(a.2)] < yeas [ o(a@) |
and ‘Et(a,w) - E(mw)‘ < || ela, @) || X1 1,

where
1 1+t¢t/(Am)

= 2 fmin =AY el
715,)\,6 4 min 6/(d+1) +f‘|®”

Proof sketch. We explain why the bound for 7 holds with probability at least 1 — 6 /(d + 1). The
lemma follows by repeating the argument for the components of ¢ and resorting to a union bound.

Given that rewards lie in [0, 1] and are thus 1/4—sub-Gaussian, the martingale analysis by |Abbasi-
Yadkori et al| [2011} Theorem 2], with the same adaptations as the ones carried out in Appendix [C|to
take into account the rounds when a; = a,,;, shows that with probability at least 1 — §/(d + 1),

vt > 1, HNt‘N*thgl mln1+t/()\m)

1 S/d+1) +VA|o| = VNG -

We then proceed similarly to the Cauchy-Schwarz inequalities following (@2)): for all a € A\ {auu}
andx € X,

Fula, @) ~ (0, @)| = |ela,@) (- — )| < [[@la@) | oo [l = p] , -

This concludes the proof. O

As a consequence, we set, when defining the adaptive policy of Box C,
ES(av LE) = Yt,\,0 || (P(aa :13) H X7t

for all s > 1, and denote by éA‘nn,(; the event of Lemmafor the sampling policy of Box C. This event
is of probability at least 1 — 6. We have:

on éA’]W;, VYt =1, Va € A\ {au}, Yx € X,
?(a7 :lj) < Ut(a’a :IC)
and Li(a,x) < ¢(a,x)

a,x) + 2e¢(a, ) (39)

<7(
< Li(a, ) + 2e¢(a, ). (60)
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Box C: LINUCB FOR DIRECT SOLUTIONS TO OPT PROBLEMS

Parameters: regularization parameter A > 0; conservative-budget parameter ET; upper-
confidence bonuses &4 (a, z) > 0, for s > 1 and (a,) € (A\ {aun}) x X.

Round ¢ = 1: play an arbitrary action a1 € A\ {@mu}

At rounds ¢t > 2:

Phase 0 If Z cs < (B — 1)1 is violated, then p, (h¢—1, ) = dq4,,, for all =
s<t—1

Phase 1 Otherwise, estimate the parameters by

t—1
[ Xt:11 Z ]l{asaﬁanuu}cp(as’ Ts)Ts
s=1
N t—1
and 0,571’7; = t:11 Z ]l{as;éanuu}so(asv :135) Cs,i
s=1

t
where X = Z]l{as;eanu"}so(as,Cﬂs)@(asamsf + ALy

s=1
Define the expected reward function 7 and cost function ¢;,_; = (Et_u) Lcicd @S
Va € A\ {agu}, Vz € X, Ti—1(a,z) = p(a,x) py_q
and V1 < ) < d, /C\t—l,i = CP(G,, II))T 0,5_1’1‘

Build the upper-confidence expected reward function U;_; and the lower-confidence
expected vector-cost function L;_ as

Va € A\ {a}, V€ X,
Ui—1(a,x) = max{min{?t,l(a,w) +ei-1(a, ), 1}, 0}
L, (a,x) = max{min{/c\t_l —¢ei-1(a, )1, 1}, 0}

where the maximum and minimum are taken pointwise in the definition of L;_
Set Us—1 (apa, ) = 0 and Ly—q (apy, ) = 0 forall z € X

t
. . ~ 1
Also estimate the context distribution by 7, = - Z O,
s=1

Phase 2 Compute the solution P, (h;—1, - ) of

oPT(vy,Uy—1, Ly—1, Br) ZW:XI&%{M)TEX~@ L;AUt—l(a’X)Wa(X)]
under  TEx.s, ZLt,l(a,X)ﬂa(X) < Brl
ac A

Draw an arm a; ~ D, (hi_1, T¢)
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E.3 Regret Bound

We sketch in Appendix Ebelow the proof of the following result. We use the €, (a, ) indicated by
Lemma[3

Theorem 3. In the setting of Appendix[E.1} we consider the adaptive policy of Box C of Appendix|E.2]
We set a confidence level 1 — ¢ € (0, 1) and use parameters A = m1In(1 + T//m), a working budget

0f§T = B — by, where

14T / 2T| X
bT_2+m(2f||@||+1)\F1 + /m 1/2T1n—+|X\ 2T In ‘ |

and e(a, ) = v || e(a, @) || -1+ Then, provided that T' > 2m and B > 2br, we have, with
probability at least 1 — 39,

d opT(v,T, €, B)
oPT(v,7,¢, B) — <27 |1+ —222) .
(V,’I",C, ) tzz:l’rt T( + B )

The order of magnitude of the regret bound, in terms of 7', m, and B is

r.c,B
%mm@.

This matches the regret bound achieved by |Agrawal and Devanur|[2016, Theorem 3], except that the
latter reference required a budget B of order T3/ up to logarithmic terms, while we relax the budget
amount to B > 2br, i.e., B of order VT up to logarithmic terms.

Also, and more importantly, we provide a natural strategy in Box C, whose parameters are easy to
tune, while the fully adaptive algorithm underlying |Agrawal and Devanur| [2016| Theorem 3] has

to estimate a critical parameter Z to trade off rewards and costs (the equivalent of our Bt dual

optimal variable). This Z should be of order OPT(v, T, €, B)/B and v/T initial rounds of the strategy
underlying |Agrawal and Devanur| [2016, Theorem 3] are devoted to computing a suitable value of Z.

g%

We also provide, in the analysis of Appendix [E.4] a rigorous treatment of the use of the no-op action
Gy -

However, the main advantage of Agrawal and Devanur| [2016, Theorem 3] over TheoremE] above lies
in the absence of finiteness restriction on the context set X', which we have to (somewhat artificially)
introduce to ensure that the linear program of Phase 2 of the adaptive policy of Box C is tractable.

E.4 Proof Sketch of Theorem 3

We use the same ™ conventions as in Appendix [D] The main (but rather minor) changes with respect
to the proofs of Appendices[B|and[D]are specifically underlined below. The reason why it is handy to
consider instead a lower-confidence bound on the vector costs is to be found in Step 4 below.

Step 1. The first step corresponds to Lemma [3|above, together with the introduction of the bound
Er. Given that we pick A = mIn(1+7/m) > 1 > 1, we get the following counterpart of (I2)), by
replacing x by 1:

T
T\ dgef
23 i1 @)1 fa,fag) < 2ms\/ 2mT ln<1 * /\> b

m
t=2

Substituting the value of A and upper bounding 7, s by

ma\(||@||+ ) min Lo

we get

1+T/m
m(2v26| + l)fln A1)
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Step 2. There are three main outcomes of Step 2 (see the summary in Appendix [D.2). Up to
considering the new U;(a,x) and L:(a,x) in lieu of the r(a,x) Us(a, ) and c(a, x) Ui(a, z),
respectively, we have the following counterparts to (I8), (20) and (23). For each ¢t > 2 such that the
cost constraints of Phase 0 of the adaptive policy of Box C are not violated and the optimization

~ I~ . . ~budg,*
problem OPT (ut, Us_1,Li_+, BT) is to be solved, there exists a vector 3, > 0 such that the
complementary slackness condition of KKT reads

~budg, * =N Br , ~budg,x
(B ) Exnn | 3 Lima(@, X) Pralhe—1, X)| = = (B )1, (61)
acA
the policy p,(hi—1, - ) satisfies
~ ~budg,*
Bu(he1,) € argmax 3 (Ui (a,@) = (B,"") Lu-1(a,@)) aa (62)
4P Sh
and the value of the optimization problem is larger than
N ~ -~ ~budg,*
OPT(7, U1, Li—1,Br) > Br(B,)'1. (63)

Step 3. The uniform deviation argument (8)), formulated equivalently as {@4), still holds, on an event
referred to as E,u,5. Also, we assumed that rewards r; and cost vectors ¢; are bounded in [0,1] and
[0, 1], respectively. Several applications of the Hoeffding-Azuma inequality, together with a union

bound, show that there exist an event y,, 5 of probability at least 1 — § such that, simultaneously,
various high-probability controls similar to (32)—(53) hold. We do not rewrite them explicitly.

On the intersection Eya,,5 N Eiin,s N Eunir,5, We have

T
Sel
t=1
T
_ [T 4d
g Z C(at7 mt)]l{atianu]]} + 5 ln ? 1

a T 4d
<1+ Loy (an @) g, zap) + (ET +y 5 5) 1

t=2

T
4d
< 1 E ~v — ’ Dy a -1 <
+Y Exer| Y Li1(a, X)pra(hi-1, X) —|—<ET+ 2T In 5)1
t=2 acA
T
<1 +ZEX~ﬁt Z Ltl(avX)ﬁt,a(htlaX)‘|
t=2 acA

4d 2T\ X
+ (ET+\/2TIH6+|X| 2Tln(|5|> 1

where, among others, we used and the definition of Er for the second inequality. Note that the
Er term was not necessary in Appendices[B]and[D]as we were then using an upper-confidence bound
on the vector costs, obtained thanks to an upper-confidence bound on the conversion rate. At each
round ¢ > 2, whether the strategy picks p; q(h¢—1, - ) in Phase 0 (in which case the left-hand side in
the display below equals 0) or Phase 2 (in which case we have an equality in the display below), it
holds that R

<Iry

Ex~p, T

> Li1(a, X) pra(hi-1, X)
acA

Substituting the value of ET, we proved that on (Z:\HAL’(; N é\lm’g N cSA’umfyg, which is an event of probability

at least 1 — 30,
T

Y ea<(B-1)1.

t=1
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This shows that on this intersection of events, the adaptive policy of Box C always resorts to Phase 2.
We will consider this event for the rest of the proof, so that the results of Step 2 may be applied.

We may proceed similarly for rewards, based on (39): on SAHAZ,(; N (Ejlm)(s N g'umf,(;
T
>
t=1
T, 4
(at,a:t)ﬂ{a#anun} — Elng

Y,
Mﬂ

-
Il
—

>

M=

T 4
Ut_l(at, .’Et)]l{at¢anu"} - (ET + 5 In 5)

/ 4
ZUt a, X)pta(ht 1 ] - (ET+ 2T1n5>
acA
(ET+\/2T1n+|X| 2T 2T|X|)

(64)

t

Z EXNZI
—

=2

Z ]F‘XNIJt

t=2

Sl
o

!

ZUt 1 a X)pta(ht 1, X
a€A

=0PT(9y,Us—1,L¢—1,Br)/T

where the indicated equality to OPT (ﬁt, Ui_1,L;_ 4, ET) follows from the fact that on the considered
intersection of events, the adaptive policy always resorts to Phase 2. We also used the piece of
notation by introduced in the statement of Lemma 3}

Step 4. We build on as follows. By the existence of ay,,;, the maximum in can be taken
with non-negative parts. We also substitute the upper confidence control (59) and the lower confidence
control (60)—this piece of the proof is the very reason why such upper and lower confidence estimates

were picked. We get: on Ega,s N Ein,s N Eunir,5, forall t > 2, forall x € &,

Z(Ut_l(a,a:) (,BEU% ) Lt_1(a,£8)) Dta(hi—1,)

acA

= (Vea(a2) = (B7) Lis(@.2) Fralher.)

acA

> (Uemi(aw) = (B, Lics(0.2)) i(a)

acA
> 3 ()~ (B el0. ) ite)

The rest of the proof follows the exact same logic as in Appendices[B]and [D] By replacing the « by a
random variable X ~ 7, and integrating, we have, on Eya,,6 N Ein,s N Eunir, s, that for all ¢ > 2,

Ex~5, Z (Utfl(a; x) — (E:Udg’*)TLtfl(aw)) Dtoa(he—1, w)]
acA
> Exp, lz (7((17 x) — (BEUdg,*)TE(a, :B))+ w;(w)l
a€A

> Ex, [Z(rm,m)—(B'Z“dg’*)Tcm,w))g;(w)] w2

acA 0

where the second inequality follows by (@4)), which is legitimately applied thanks the fact that the
sum over ¢ in the right-hand side takes values in [0, 1], given the non- negatlve parts and the fact that

7(a,x) < 1 by definition. Now, with (61I) and the definition of 7*: on EHAZ 5N Elm sN &m,f s, for all

40



oPT(0y,Uy_1, L1, Br)  Br

~budg,*
7 —7 B
~budg,* N
=Ex~p, Z(th(aﬁn) B, ) Ltfl(a,w)) pt,a(hthw)}
acA
Abud * t. 2T\X
> x| 3 (0 *’)Tc<a,w>)+w;<w>]|»c| 2
cA
OPT(1,T, ¢, B)

) ~budg,* 2T|X|
> T (/Bt ) 11X *ln B

Based on these inequalities, we have

T ~ 35
OPT Ui_1,Li_1, B
opPT(v,T, €, B) — Z (@, U %’ -1, Br)

- 3
< ¥/ 2 Z T8, """
t=2
/ 2T X B-B oPT(D;,U;s_1,Li_ 1, B
<|X\ 9T In ‘ |+1+ — TZ (Vt7 t—1,Lt—1, T)7
1) Br T

t=2

where we substituted for the second inequality. By a case analysis, we finally proved that on
EHAZ,(S N 5lin,5 N gunif,59

T ~ 3
Z o ~1,Li-1,B
OPT(V7?, E, B) o PT(Vtv Ut 7117 t—1, T)
t=2
27|

B
< <A—1> OPT(v,7,¢, B) + 1+ |X|1/2T In 5

Br

<br
The proof is concluded by combining the inequality above with the bound (64) on cumulative rewards:

B
OPT(v,T, ¢, B) Zrt 2by + (A — 1>OPT(1/,7‘,C,B),
Br

<207

where the bound on B/ Br — 1 is obtained with the same techniques and similar conditions as

for (32).

E.5 Reminder: Algorithm 1 from Agrawal and Devanur|[2016]

We recall (and actually slightly adapt to our setting) the adaptive policy of |Agrawal and Devanur
[2016] titled Algorithm 1 therein. We describe it in Box D. One of the adaptations is to state it
with general upper-confidence bonuses €,(a, ) > 0. As in|Agrawal and Devanur| [2016], who
proceed as in the proof of Lemma|[3] we will use the same values for &4 (a, ) as in Theorem 3] The
same comment applies to A. Another adaptation is that we specified the online convex optimization
algorithm to be used and picked a simple strategy (instead of other possible choices discussed in
Agrawal and Devanur|[2016]), namely, the projected gradient descent introduced by [Zinkevich|[2003]].
The latter relies on a learning rate 7 > 0. The drawback of the projected gradient descent is however
that its dependency in the ambient dimension is suboptimal.

The final parameter of the adaptive policy of Box D is a parameter Z to trade off between rewards
and costs. A recommended choice is, for instance, Z = OPT(v, T, €, B)/ B, the issue being that, of
course, the latter value is unknown. In the simulation study of Appendix [F] we will provide a good
value of Z to the adaptive policy, even though |Agrawal and Devanur| [2016]] introduce a variant with
a preliminary exploration phase meant to provide in an automatic way such a good value for Z.
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BoX D: ADAPTATION OF ALGORITHM 1 FROM|AGRAWAL AND DEVANUR|[|2016]]

Parameters: regularization parameter A > 0; trade-off parameter Z between reward and
costs; upper-confidence bonuses e5(a, ) > 0, for s > 1 and (a,x) € (.A\ {anun}) x X;
learning rate n > 0.

Round ¢ = 1: play an arbitrary action a3 € A\ {auu}; pick ¢; =0
Atrounds ¢t > 2:

Phase 0 If Z cs < (B — 1)1 is violated, then a; = apy
s<t—1

Phase 1 Otherwise, estimate the parameters by

t—1

THRED owi} Z plas, @s) s

s=1

t—1
) -1
and 0 1,;=X,_ g pl(as, xs) Cs,i
s=1

t
where X = Z‘P(as>ms)90(asa$8)T + Al

s=1
Define the expected reward function 7 and cost function ¢;_; = (/c}_lﬂ-) l<icq 38
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Build the upper-confidence expected reward function U;_; and the lower-confidence
expected vector-cost function L;_; as
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Compute
¢ = T (Coma +m(ems — (B/T1))
where II,,; denotes the Euclidean projection onto the unit ¢;—ball
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F Simulation Study

This appendix reports numerical simulations performed on partially simulated but realistic data
(Appendix[FT), for the sake of illustration only. We describe (Appendix [F.2) the specific experimental
setting of CBwK for a conversion model considered—i.e., the features available, the parameters of the
logistic regression, the reward and cost functions. A key point is that continuous variables are used to
define rewards, costs, and even the conversion rate, while the adaptive policy of Box C must discretize
these variables to solve its Phase 2 linear program. Though the experimental setting introduced is not
a setting of linear CBwK, we may still apply the Box D adaptive policy (Appendix [F.3), with the
underlying idea that it provides linear approximations to non-linear reward and cost functions. We
carefully explain how the hyper-parameters picked (Appendix [F4) before providing and discussing
the outcomes of the simulations (Appendix [F5). The main outcome is that, as expected, the ad
hoc adaptive policy of Box C outperforms the adaptive policy of Box D, which essentially linearly
approximates non-linear rewards and costs. We end with a note (Appendix [F.6) on the computation
environment and time.

F.1 Data Preparation and Available Contexts

The underlying dataset for the simulations is the standard “default of credit card clients” dataset
of [UCI|[2016], initially provided by |Yeh and Lien|[2009]. (It may be used under a Creative Commons
Attribution 4.0 International [CC BY 4.0] license.) This dataset is originally for comparing algorithms
predicting default probability of credit card clients. It includes some socio-demographic data, debt
level, and payment/default history of the clients. It also includes a target measuring whether the client
will default in the future (1-month ahead). We transform it to match our motivating application of
market share expansion for loans, described in Appendix [A] To do so, we consider each line of the
dataset as a loan application. We then discard some variables (e.g., the target) and create new ones
(requested amount, standard interest rate offered, risk score). Below, we begin with describing the
variables that we keep as they are and explain next how we created the additional variables, based on
existing ones.

Variables retrieved. The variable Age provides the age of a given client at the time of the loan
application, in years. We discretize it into 5 levels with similar numbers of loan requests in each level.
The cutoffs for each level are 27, 31, 37, and 43, respectively. This gives rise to a variable referred to
as Age—discrete.

i

The variable Education reports the education level of a client; in the data there are 4 levels: “others’
(level 1, representing 2% of clients), “high school” (level 2, with a share of 16%), “university degree’
(level 3, with 47%), and “graduate school degree” (level 4, with 35%).

Finally, the variable Marital status provides the marital status of a client: “others” (level 1, accounting
for 1.3% of clients), “single” (level 2, for 53.3% of clients), and “married” (level 3, for 45.4%).

bl

Variables created based on existing ones. We create a variable Requested amount, in dollars ($),
based on a variable provided in the data set that measures the current debt level, in dollars, of the
clients: we do so by multiplying the debt level by 0.2. We cap the value of Requested amount to
100K$. We then discretize Requested amount into 5 levels with similar numbers of loan requests in
each level; the obtained variable is referred to as Requested amount—discrete. The cutoffs for each
level are 10K$, 20K$, 36K$, and 54K$, respectively.

For the final two variables, Standard interest rate and Risk score, we first build a probability-of-default
model with the variables from the raw database as predictors and the occurrence of a default within the
next month as a target. This probability-of-default model is based on XGBoost (Chen and Guestrin
[2016]), run with no penalization, depth 3, learning rate 0.01, subsample parameter 0.8, min child
weight 10, and number of trees 1,176. We only set the number of trees by cross validation, while the
rest of the hyper-parameters were set arbitrarily. As the default target is on a credit card, the predicted
default rate seems high compared to what we deem as typical default rates on loans. We therefore
divide the predicted probability of default by factor of 4 and cap this probability to 20%. This gives
us a working variable called PD, for probability of default.
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We build a Risk score rating the risk of a client’s default, with 5 levels, coded from A (level 1) to
E (level 5), where E represents the highest risk. It is created based on the 20% - 40% - 60% - 80%
quantiles of PD.

We finally set the Standard interest rate variable as 0.9 times the PD, with a maximal value of 18%
and a minimum one of 1%. This constitutes an oversimplification of risk-based pricing, since we do
not take into account any loss given default; but we do not have enough information in the dataset
to do so, which is why we basically assume that the loss given default is constant. Then, theory
has it that the Standard interest rate can be considered proportional to PD, and we carefully picked
the factor 0.9 to get realistic values. In the dataset, the thus created Standard interest rate variable
exhibits an average of 4.9%, with median 3.3%. An important note is that this variable is continuous
and does not take finitely many values, while the setting described in Section 2.1 imposes such a
restriction (the linear setting of Section [6]does not require it). We discuss below how we take this fact
into account: by only using this variable for the conversion model (i.e., in Phase 1 of the adaptive
policy of Box C), but not to pick actions (i.e., not in Phase 2 of the adaptive policy of Box C).

Lastly, we filter the database to remove the outliers: the lines for which Standard interest rate times
Requested amount is larger than 10K, which happens for 133 clients. Our final database contains
29,867 loan applications, out of which we will bootstrap 7" = 50,000 applications.

Additional comments. Note that for Requested amount and Age, the discretizations performed aim
to get five balanced classes; however, as some requests are with some specific boundary values, we
do not get exact equal distributions over the classes.

All the parameters, constants, and cutoff/filter thresholds used in this data preparation step were
decided arbitrarily and were not based on any real information. The context variables here were also
selected somewhat arbitrarily (based on their availability), and solely for illustration purposes. In
reality, the variables that can be used for commercial discounts need to comply with relevant laws,
regulations and company’s internal compliance rules.

Summary. The context x for a given client thus contains the following variables: Age, Age-discrete,
Education, Marital status, Requested amount, Requested amount—discrete, Risk score, and Standard
interest rate. Categorical variables are hot-one encoded via binary variables.

F.2 Specific Setting of CBwK for Logistic Conversions

We recall that our aim is to provide simulations matching the motivating example of market share
expansion for loans described in Appendix [A] We take as action set, i.e., as possible discount rates,
A ={amm,0.1,0.2,0.35,0.55,0.8}.

Features. The feature vectors .., (a, x) used are composed of only some of the variables defining
the context @, namely, Age-discrete, Education, Marital status, Requested amount—discrete, Risk
score, and Standard interest rate (we recall that this variable is not discrete but will not use it in the
linear program of Phase 2), with the addition of a new variable called Final interest rate equal to the
discounted standard interest rate offered, i.e., Final interest rate = Standard interest rate X (1 — a).

Reward and vector cost functions. We use the following (normalized) reward and cost functions,
inspired from Appendix E} We set a common duration for all loans, say, 2 years, so that the requested
amount equals the outstanding. For all a € A \ {a,u} and z,

T(CL $) = xam/Mam and c(a, IB) = (a/Mdisca xirwam/Mr,am) (65)

where z,, and z;; denote the components of the context & containing the Requested amount and
Standard interest rate, respectively, and the normalization factors equal M,, = 10°, M. = 7, and
My = 9,996.

Note that the definition of the first cost here is different from that in Appendix [Al we use a/Mgq.
here instead of 11,0} there. We do so not to disfavor the Box D policy, see details in Appendix IIE]
below.

Conversion rate function P. We model the conversion rate function P with the logistic-regression
model stated in , with ¢ = .o, and only need to provide the numerical value of 8., which we do
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Table 1: Coefficients picked for the logistic-regression model of P.

Intercept 0.8177
Continuous variable Single coefficient
Final interest rate —13.1101
Discrete variables Coefficients for each level

Level 1 Level 2 Level 3 Level 4 Level 5

Risk score —0.3045 —0.0383 0.0515 0.1261 0.1636
Requested amount—discrete  0.7093 0.4703 0.1113  —0.2748 —1.0179
Age—discrete —0.1837 —-0.1392 —-0.0476  0.1096 0.2592
Education 0.1836 0.0126  —0.0896 —0.1084

Marital status 0.0799 0.0102  —0.0918

in Table This model, as well as the Phase 1 learning of 8, described by @—@ in Section holds
for possibly non-discrete contexts.

The numerical values picked for 8, were so in some arbitrary way, to get somewhat realistic outcomes
with a simple model structure. We imposed monotonicity constraints, as these are most natural:
for instance, the conversion rate increases with the level of Risk score and Age—discrete increase,
and decreases with the level of Education, Requested amount—discrete, and Final interest rate. The
coefficients for Marital status indicates that conversions are more likely for clients that are single
than for married clients.

The average conversion rate in the case a = 0 of no discount (i.e, by replacing Final interest rate by
Standard interest rate) is around 50%.

Adaptive policy: based only on the discrete variables. As indicated above, the logistic-regression
model and the learning of its parameters apply to continuous variables. The restriction that the
context set X should be finite only came from Phase 2 of the Box C adaptive policy, i.e., the linear
program—in particular, for it to be computationally tractable. Here, we thus restrict our attention to
policies that map the discrete variables in  to distributions over A: policies that ignore the variables
Age, Requested amount, and Standard interest rate. For the first two variables, they may use their
discretized versions Age—discrete and Requested amount—discrete. For Standard interest rate, given
how it was constructed, Risk Score appears as its discretized version.

The aim of these simulations is to show, among others, that using discretizations only in Phase 2 is
relevant and efficient.

Note that, on the theoretical side, the proof sketches provided in Sections[dand[5|reveal that the errors
¢¢(a, x) for learning 6, and P, obtained as outcomes of the first step of the analyses, are carried
over in the subsequent steps, where the optimization part is evaluated. Using discretizations only in
Phase 2 does therefore not come at the price of loosing theoretical guarantees.

F.3 Consideration of the Box D Adaptive Policy for Linear CBwK

In these experiments, we also consider the Box D adaptive policy of Appendix [E.5] which was
introduced by |Agrawal and Devanur| [2016] in a different setting. To be as fair as possible to this
adaptive policy, we do so with the extended features ¢y, (a, ) consisting of the features Qo (a, )
described above and three additional components: the discount a, the Requested amount x,,, and
the product z;.x,, of the Requested amount by the Standard interest rate. Actually, to ensure that
©in(a, ) € [0,1]™, the last two components added are normalized: we rather use /M., and
TixLam /My am. The reward and vector cost functions introduced in (63) are linear in ¢y, (a, ). Even
better, each component of r(a, ) and ¢(a, ) is given directly by a component of ¢y, (a, )—an
extremely simple linear dependency on ¢y, (a, x).

However, the expected reward and cost functions

7(a,x) = r(a,x) P(a, x) and ¢(a,x) = c(a,z) P(a,x),
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which are the ones that should be linear in ¢y, (a, ) according to the setting described in Ap-
pendix are not linear in these features. This is due to the P(a, x) terms, which are given by
logistic regressions.

The Box D adaptive policy is therefore disadvantaged. This is even more true as it models rewards
and costs independently, while they are coupled through conversions. We nonetheless consider this
linear-modeling policy because a typical justification for linear approximations is that they offer a
typical and efficient first-stage approach to possibly complex problems. Another reason was the
desire to have some competitor to our policy in the simulations, and Box D adaptive policy was an
easy-to-implement strategy—unlike the policies by |Badanidiyuru et al.[[2014]] and |/Agrawal et al.
[2016], which rely on considering finitely many benchmark policies.

All in all, we report the performance of the Box D policy as well in our experiments, though, as
expected, the ad-hoc Box C policy outperforms it.

F.4 Hyper-parameters Picked

We actually set the hyper-parameters based on the budget B, and therefore, first explain how we set
its possible values. It turns out that setting B > 3,650 is equivalent to not imposing any constraint,
while setting B > 2,900 is equivalent to no second budget constraint. To get meaningful results, we
therefore picked B = 1,600 and B = 2,200 as the two possible values for B. We now describe how
we tune each of the two adaptive policies considered.

Hyper-parameters common to the two adaptive policies. We take 7" = 50,000 clients in the
experiments, by bootstrapping them from the enriched dataset prepared in Appendix [F.I] We set
initial 50 rounds as a warm start for the sequential logistic regression and sequential linear regression
carried out in Phase 1 of the adaptive policies.

Both adaptive policies use upper-confidence bonuses ¢, (a, ), which are roughly of the form (con-
sidering \ as a constant)
C’(l + lns) H p(a,x) H X1

where the matrix X was defined in Box C; for simplicity, we set x = 1, so that the matrices V
of Lemma([I]and X are equal, which explains the common form of the upper-confidence bonuses
€s(a,x). The hyper-parameter C controls the exploration: the higher C, the more exploration. We
report in the simulations the results achieved for C in the range {0.025,0.1,0.3}. That range was set
so that at round s = 51, which is the first round after the warm start, the €51 (a, «) take values around
0.05, 0.3, and 0.9, respectively.

For simplicity, we set By = B as a working budget.

Hyper-parameters for the Box C adaptive policy. We feed this adaptive policy with a good value
of A, namely, A = 0.0129. We obtained it by cross-validation on an independent 7'—sample of data,
using the Phase 1 estimation. In the 7'—sample for estimating A, at each round s, we take action from
the optimal static policy and use the associated conversion y; as target for estimation. We omit the
projection step in Phase 1 by considering that a large enough set © was picked.

Hyper-parameters for the Box D adaptive policy. As discussed in Appendix [E.5] we set Z =
OPT(v, P,B)/B, thatis, Z = 5.16 for B = 1,600 and Z = 3.87 for B = 2,200. We also set
A = 0.2452 for B = 1,600 and A\ = 0.2765 for B = 2,200. These values were obtained as weighted
averages: the sum of 0.5 times the optimal ) for rewards and 0.25 times the optimal A for each of the
two cost components. These optimal As for rewards and cost components were set by cross validation
on an independent T'-sample; with actions a taken at each round s from the optimal static policy
and associated rewards rs and costs ¢ as targets.

Finally, the learning parameter 1 was selected in the range {0.005,0.01,0.05,0.1,0.2}. We did so
given the other choices, by picking in hindsight the 1 with best performance; this of course, just
like the clever choice of Z, should give an advantage to the Box D adaptive policy. Namely, when
B = 1,600, for C equal 0.025, 0.1, and 0.3, we selected 1 equal to 0.05, 0.01, and 0.1, respectively;
and when B = 2,200, we selected n equal to 0.01, 0.01, and 0.05, respectively. When performing
these retrospective choices, we however noted that the performance was not significantly impacted by
the choice of 7.
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F.5 Outcomes of the Simulations

We were limited by the computational power (see Appendix [F.6) and could only perform 10 simula-
tions for each pair of B € {1,600, 2,200} and C' € {0.025, 0.1, 0.3}. We report averages (strong
lines) as well as +2 times the standard errors (shaded areas).

Figure [I] reports, in the first line of graphs, the regret achieved with respect to what achieves the
optimal static policy, i.e.,

t
t
t— TOPT(V’ P,B) — ;7‘5 ,

where OPT (v, P, B) is larger than 8,000 for both values of B. This regret can take negative or positive
values, but in expectation, it is non-negative. This is not immediately clear from the figure, which
reports the empirical averages of the regret over 10 runs: these empirical averages are sometimes
negative, but they always lie in confidence intervals containing the value 0.

The figures also reports, in the second and third lines, the difference between a constant linear increase
of the costs (between a 0 initial cost and a final B cost) and the costs actually achieved by the adaptive
policies. Le., these graphs report the averages and standard errors of the following quantities: for
each cost component i € {1,2},

t
t
t— ch,i — TB;
s=1

by design, the difference above must be non-positive. The second line of Figure [I|deals with the first
cost component, and its third line reports the results for the second cost component.

The experiments reveal that while both adaptive policies seem to achieve sublinear regret, the Box D
adaptive policy, which is suited for the CBwK setting for a conversion model, performs better than
the Box C adaptive policy in terms of rewards: it achieves a smaller, sometimes negative, regret. In
terms of costs, we globally see the same trend, with, for a given value of C, the Box D adaptive
policy suffering smaller costs than the Box C adaptive policy while achieving higher rewards. This
hints at a better use of the discounts.

The hyper-parameter C' has an interesting impact: the lower C, the lower the regret (the higher the
rewards) and the lower the costs. Rewards and costs go hand in hand: for a given adaptive policy,
higher rewards are associated with higher costs.

F.6 Computation Time and Environment

As requested by the NeurIPS checklist, we provide details on the computation time and environment.
Our experiments were ran on the following hardware environment: no GPU was required, CPU is
2.7 GHz Quad-Core with total of 8 threads and RAM is 16 GB 2133 MHz LPDDR3. We ran 5
simulations with different seeds on parallel each time. In the setting and for the data described above,
it took us 8 hours for each such bunch of 5 runs of the adaptive policy of Box C, and 1.5 hours for
Box D.
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Box C adaptive policy (specific to the conversion model) Box D adaptive policy (for linear CBwK)
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Figure 1: Averages (solid lines) and £2 times standard errors (shaded areas), achieved on 10 runs by the
Box C (blue) and Box D (orange) adaptive policies: of the regret (first line), of the difference of the first cost
component to ¢t B /T (second line), and of the difference of the second cost component to ¢t B/T" (third line), by
the values of the budget (B = 1,600 in the first column, B = 2,200 in the second column). Figures are generated

with Matplotlib [2007]).
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