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Few-shot Semantic Segmentation via Perceptual Attention and
Spatial Control
Anonymous Authors

ABSTRACT
Few-shot semantic segmentation (FSS) aims to locate pixels of
unseen classes with clues from a few labeled samples. Recently,
thanks to profound prior knowledge, diffusion models have been
expanded to achieve FSS tasks. However, due to probabilistic nois-
ing and denoising processes, it is difficult for them to maintain
spatial relationships between inputs and outputs, leading to inac-
curate segmentation masks. To address this issue, we propose a
Diffusion-based Segmentation network (DiffSeg), which decouples
probabilistic denoising and segmentation processes. Specifically,
DiffSeg leverages attention maps extracted from a pretrained dif-
fusion model as support-query interaction information to guide
segmentation, which mitigates the impact of probabilistic processes
while benefiting from rich prior knowledge of diffusion models. In
the segmentation stage, we present a Perceptual Attention Module
(PAM), where two cross-attention mechanisms capture semantic
information of support-query interaction and spatial information
produced by the pretrained diffusion model. Furthermore, a self-
attention mechanism within PAM ensures a balanced dependence
for segmentation, thus preventing inconsistencies between the
aforementioned semantic and spatial information. Additionally,
considering the uncertainty inherent in the generation process of
diffusion models, we equip DiffSeg with a Spatial Control Mod-
ule (SCM), which models spatial structural information of query
images to control boundaries of attention maps, thus aligning the
spatial location between knowledge representation and query im-
ages. Experiments on PASCAL-5𝑖 and COCO datasets show that
DiffSeg achieves new state-of-the-art performance with remarkable
advantages.

CCS CONCEPTS
•Computingmethodologies→ Image segmentation;Machine
learning.

KEYWORDS
Few-shot segmentation, Diffusion model, Perceptual attention, Spa-
tial control

1 INTRODUCTION
Semantic segmentation has achieved tremendous success due to the
advancement of deep learning methods. However, deep learning
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Figure 1: Comparison among different models. (a) Metric-
based methods find co-occurrence features between support
images and query images to locate targets. (b) Generation-
based methods synthesize adequate samples for training
segmentation models. (c) Regarding segmentation masks
as generated targets, Diffusion segmenters directly perform
segmentation task during the denoising process. (d) Our pro-
posed DiffSeg decouples probabilistic denoising and segmen-
tation processes, which could reduce the impact of probabilis-
tic processes while benefiting from profound prior knowl-
edge of pretrained diffusion models.

algorithms require large amounts of dataset to learn knowledge,
where labeling is extremely time-consuming and annoying. Es-
sentially, humans could understand a new category with a few
samples, which inspires researchers to transfer knowledge from
known to unknown. By properly encoding humans’ knowledge,
few-shot learning successfully relieves the high demand of col-
lecting large-scale dataset, thus expanding its usage into variant
scenarios [1, 6, 14].

In this paper, we focus on the task of Few-shot Semantic Seg-
mentation (FSS), which aims to segment new categories with a
few samples. Recently, metric-based methods [5, 17] have signifi-
cantly contributed to the FSS task, which locate targets by finding
co-occurrence features between support images and query images,
as shown in Fig.1 (a). However, these methods face challenges in
fully leveraging intrinsic features of categories with limited sam-
ples, resulting in compromises in target integrity and boundary
accuracy. Thanks to profound prior knowledge, diffusion models
[26] can thoroughly express intrinsic features of new categories.

https://doi.org/10.1145/nnnnnnn.nnnnnnn
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Nevertheless, extended to FSS, those methods [27] are merely used
to generate samples for training segmentation models, as shown
in Fig.1 (b). It essentially reverts FSS tasks back to conventional
segmentation tasks, which fails to meet the requirements of low
time consumption and computational cost for training. To avoid
this issue, researchers propose diffusion segmenters [12? ], which
directly perform the segmentation task during denoising processes,
as shown in Fig.1 (c). Due to probabilistic noising and denoising
processes, those methods struggle to maintain spatial relationships
between inputs and outputs, thus generating results with inaccurate
boundaries.

Facing the aforementioned challenges, we propose a novel FSS
paradigm named DiffSeg, as shown in Fig.1 (d). DiffSeg utilizes prior
knowledge of a pretrained diffusion model to assist in segmentation,
thus mining intrinsic features of categories with limited samples
and avoiding generating probabilistic results. Specifically, we feed
support images as prompts and query images as latent images into
a diffusion model, where we extract multiscale attention maps, i.e.,
self-attention maps and cross-attention maps. The former effec-
tively capture the similarity relationship among pixels, which helps
understand semantic contents of query images. The latter contain
response information of support-query interaction, which could
help the model locate target areas. In fact, the attention maps are
able to locate the general position of target areas through simply
processing, which provide a strong guidance for segmentation.

In the segmentation phase, we propose a Perceptual Attention
Module (PAM) to highlight significant regions within query im-
ages based on support images and attention maps of a pretrained
diffusionmodel, respectively. Firstly, we employ two cross-attention
mechanisms to handle data of different branches. The cross-attention
between query-attention pairs could capture spatial information
produced by pretrained diffusion models, thus introducing prior
knowledge of pretrained diffusion models into segmentation phase.
Simultaneously, the cross-attention between query-support images
could capture semantic interaction information, which could find
co-occurrence objects between support images and query images.
Secondly, considering confliction between the spatial information
and the semantic information, we utilize a self-attention to estab-
lish a balanced dependence for segmentation, which improves the
robustness of DiffSeg. Noted that those computations are conducted
at the latent image level. A latent image is a compression trans-
formation that attenuates high frequency information of a natural
image, which not only reduces computational burdens, but also
keeps visual features of the original natural image.

Considering the generation uncertainty of diffusion models, we
propose a Spatial Control Module (SCM) for DiffSeg to align se-
mantic boundaries between extracted attention maps and query
images. Specifically, we integrate edge maps of query images with
the hidden states of down-sample processes in diffusion models.
Subsequently, this combined information is transformed into spatial
structural information and inserted into corresponding scale levels
of up-sample processes. On the one hand, the spatial structural
information serves as conditional input to control spatial structural
information of attention maps during up-sample processes. On
the other hand, direct connections between corresponding down-
sample and up-sample processes help mitigate changes in spatial
structures of attention maps. Differing from ControlNet [44], which

employs latent images for control, SCM utilizes conditional infor-
mation to govern attention maps.

The main contributions of this paper are as follows:
• We introduce a novel FSS paradigm named DiffSeg, which ef-
fectively decouples probabilistic processes of diffusion mod-
els with segmentation phases, thus avoiding uncertain re-
sults while utilizing profound prior knowledge.

• We propose a Perceptual Attention Module for segmentation,
where two cross-attention capture semantic information of
support-query interaction and spatial information produced
by the pretrained diffusion model, respectively, Additionally,
a self-attention mechanism is employed to find a balance in
dependency for segmentation tasks.

• Considering the probabilistic generation of diffusion mod-
els, we propose a Spatial Control Module to align semantic
boundaries between extracted attention maps and query im-
ages, which keeps spatial structures of query images during
diffusion processes.

• Experimental results on the PASCAL-5𝑖 dataset show the
proposedmethod achieves themIOU score of 69.3% for 1-shot
segmentation and 72.1% for 5-shot segmentation, setting new
state-of-the-art performance with remarkable advantages.

2 RELATEDWORK
2.1 Semantic Segmentation
Semantic segmentation aims to classify each pixel of an image into
a set of preset categories. According to different network struc-
tures, current methods can be roughly divided into four categories,
i.e., CNN-based, RNN-based, GNN-based and transformer-based
methods. CNN-based methods [13, 18, 43] utilize convolution op-
erations to extract semantic information from feature maps for
pixel-level label prediction. Considering dependence of context in-
formation, RNN-based methods [9, 22, 32] use recurrent layers to
capture local and global spatial structure information of images. Us-
ing topological structure of graphs, GNN-based methods [19, 20, 30]
transform task of image segmentation into the classification task
of graph nodes. Recently, transformer-based methods [37, 39, 46]
have received more popularity. They regard patches of images as a
sequence, then utilize an encoder-decoder structure with attention
mechanisms to achieve segmentation.

Among them, transformer-based methods are most relevant
to our work. To comprehensively understand image contents, In-
cepFormer [4] introduces an efficient inception transformer that
integrates global context, fine localization information and mul-
tiscale features to segment images. Considering the background
incompleteness issue, Liu et al. [16] propose WegFormer, where
the depth-taylor decomposition principle and soft erasure module
are incorporated to generate more complete pseudo-labels. Using a
pretrained transformer in a data collection loop, Kirillov et al. [11]
propose a Segment Anything (SA) project: a new task, model, and
dataset for image segmentation, which shows the advantages of
transformer for image segmentation tasks.

2.2 Few-shot Semantic Segmentation
Few-shot semantic segmentation extends the ability of segmenta-
tion to novel category with a few labeled samples. Many researchers
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regard few-shot segmentation as a guided segmentation task, thus
following a two-branch framework [24, 41]. For instance, Shaban
et al. [28] apply few-shot learning on semantic segmentation us-
ing a two-branch framework, where the support branch generates
parameters in the last layer of the query branch for segmentation.
Following their idea, Michaelis et al. [21] combine embeddings
with a U-net to find unknown objects in a complex scene guided
by only one sample. To better utilize information of the support
set, Wang et al. [34] learn prototype representations based on a
few support images in an embedding space, which could match
pixels to the learned prototypes, thus performing segmentation in
few-shot settings.

Recently, Gu et al. [5] propose DRCNet to achieve sufficient
support-query interaction for accurate FSS, where a dynamic con-
text module is presented to capture spatial details in query images
by building dynamic convolutions in local views. For better feature
fusion, MFNet [45] utilizes an attention mechanism to achieve sup-
port feature modulation and multi-scale combination. Facing heavy
computational operations of high-dimensional vectors, QCLNet
[47] explores latent interaction between images through the utiliza-
tion of operations grounded in well-established quaternion algebra..

However, those methods are challenging in digging internal
relationship between query and support images, due to limited
available semantic information with a few samples. Unlike former
methods, DiffSeg introduces a pretrained diffusion model to provide
sufficient prior knowledge for guiding segmentation, thus reducing
the dependence on training data scale.

2.3 Diffusion Models for Segmentation
Diffusion models have recently gained significant attention from
the research community due to their ability to generate high-fidelity
contents, which are gradually extended to FSS tasks [2, 33]. For
instance, to effectively train segmentation models using generated
images, Roy et al. [27] propose diffusion-based DiffAlign, which
could align the synthetic images to the real images and minimize
the domain gap.

In contrast to those methods that synthesize samples, LEDM [2]
directly use the generative model to perform segmentation, which
extracts the intermediate activations from the reverse diffusion pro-
cess as excellent pixel-level representations for the segmentation
problem. In order to enhance the step-wise regional attention in dif-
fusion probabilistic model for the image segmentation, MedSegDiff
[36] proposes dynamic conditional encoding, which establishes the
state-adaptive conditions for each sampling step.

Different from previous methods, our method decouples proba-
bilistic processes and segmentation phase, which could reduce the
impact of probabilistic processes while benefiting from rich prior
knowledge of pretrained diffusion models.

3 TASK DESCRIPTION
Given only one or a few images with pixel-level annotations, few-
shot segmentation aims to accurately locate foreground pixels in
test images. Specifically, we divide the dataset into training set
𝐶𝑡𝑟𝑎𝑖𝑛 and test set 𝐶𝑡𝑒𝑠𝑡 according to category of images, where
𝐶𝑡𝑟𝑎𝑖𝑛 and 𝐶𝑡𝑒𝑠𝑡 don’t contain same-category images, which can
be represented as 𝐶𝑡𝑟𝑎𝑖𝑛 ∩𝐶𝑡𝑒𝑠𝑡 = ∅.

For each 𝑘-shot segmentation task, we firstly define a target class
𝑐 , and then sample 𝑘 + 1 images with the class label 𝑐 from 𝐶𝑡𝑒𝑠𝑡 .
Defining the first 𝑘 labeled images as support set 𝑆 and the last
image as 𝑥𝑞 , few-shot segmentation model𝑀𝜃 aims to compute the
segmentation mask of the query image 𝑦𝑞 with:

𝑦𝑞 = 𝑀𝜃 (𝑆, 𝑥𝑞) (1)

where 𝜃 are parameters of the model. Assuming that 𝑦𝑞 is the
ground-truth label for the query image 𝑥𝑞 , task goal of few-shot
segmentation is to minimize the loss 𝐿(𝑦𝑞, 𝑦𝑞) by updating 𝜃 , where
such process could be represented as:

𝜃 = argmin
𝜃

𝐿(𝑦𝑞, 𝑦𝑞) = argmin
𝜃

𝐿(𝑀𝜃 (𝑆, 𝑥𝑞), 𝑦𝑞) (2)

Since an image may contain objects of different categories, the
ground-truth query mask could vary with different assigned labels.

4 METHOD
4.1 Overview
The framework of DiffSeg is shown in Fig.2, where a Perceptual At-
tention Module (PAM) performs perceptual attention mechanisms
among support latent images, query latent images and attention
maps generated by a knowledgeable diffusion model, which helps
locate target areas with compact boundaries. Besides, a Spatial Con-
trol Module (SCM) inserts conditional spatial information into the
denoising process of diffusion UNet, which aligns edges between
query images and attention maps, thus keeping spatial structures
of query images during probabilistic diffusion processes.

Specifically, we first multiply a support image 𝐼𝑠 and a binary
support mask𝑀𝑠 to remove background. Then, the output is pro-
cessed by a Variational Auto-Encoder (VAE) encoder and a Clip
[23] to generate the support latent image 𝐿𝑠 and embedding 𝐸𝑚 ,
respectively. The process can be expressed as:

𝐿𝑠 = 𝐸𝑛𝑐𝑜𝑑𝑒 (𝐼𝑠 ⊗ 𝑀𝑠 ) (3)

𝐸𝑚 = 𝐶𝑙𝑖𝑝 (𝐼𝑠 ⊗ 𝑀𝑠 ) (4)
where ⊗ is element-wise multiplication. The embedding 𝐸𝑚 gen-
erated by Clip is the conditional information of diffusion models,
which is interacted with query latent images during denoising pro-
cesses. Then encoder module transforms the query image 𝐼𝑞 to
the query latent image 𝐿𝑞 , which is input into a diffusion model
prompted by 𝐸𝑚 to obtain attention maps 𝐴𝑚 . Noted that 𝐼𝑠 is pro-
cessed by HDE algorithm [38] to generate an edge map 𝐼𝑙 , which
is used by SCM to control attention maps of diffusion model, thus
aligning spatial structures between attention maps and query im-
ages. The process can be expressed as:

𝐿𝑞 = 𝐸𝑛𝑐𝑜𝑑𝑒 (𝐼𝑞) (5)

𝐴𝑚 = 𝐷𝑖 𝑓 𝑓 (𝐿𝑞 |𝐸𝑚, 𝑆𝐶𝑀 (𝐼𝑙 )) (6)
where𝐷𝑖 𝑓 𝑓 (·) and 𝑆𝐶𝑀 (·) represent the process of diffusion model
and spatial control module, respectively. Then, the attention maps
𝐴𝑚 is processed to obtain an attention score map𝑀𝑎 :

𝑀𝑎 = 𝑃𝑟𝑜𝑐𝑒𝑠𝑠 (𝐴𝑚) (7)

where 𝑃𝑟𝑜𝑐𝑒𝑠𝑠 (·) presents the operation that transforms 𝐴𝑚 to𝑀𝑎 ,
which details are shown in section 4.2.

Afterwards, PAM performs perceptual attention mechanisms
among attention maps 𝑀𝑎 , the support latent image 𝐿𝑠 and the
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Figure 2: The pipeline of DiffSeg, where * means updating parameters in training phase. Firstly, a pretrained diffusion model
extracts support-query interaction information𝑀𝑎 , which provides a strong guidance for segmentation. Then, PAM emphasizes
key areas of query image based on support images and𝑀𝑎 , thus achieving dense prediction with compact boundaries. In this
manner, DiffSeg decouples probabilistic de-noising and segmentation processes, thus reducing the impact of probabilistic
processes while benefiting from profound prior knowledge of diffusion models.

query latent image 𝐿𝑞 to locate target areas with compact bound-
aries, which outputs the predicted latent image 𝐿𝑝𝑟𝑒 .

𝐿𝑝𝑟𝑒 = 𝑃𝐴𝑀 (𝑀𝑎, 𝐿𝑠 , 𝐿𝑞) (8)

Finally, a VAE decoder transforms 𝐿𝑝𝑟𝑒 to prediction image 𝐼𝑝𝑟𝑒 ,
which can be formulated as:

𝐼𝑝𝑟𝑒 = 𝐷𝑒𝑐𝑜𝑑𝑒 (𝐿𝑝𝑟𝑒 ) (9)

In training phase, we only update parameters of SCM and PAM.
Therefore, we supervise the attention score map 𝑀𝑎 and the pre-
dicted latent image 𝐿𝑝𝑟𝑒 , where both two supervision use the MSE
loss function. For computing loss of 𝐿𝑝𝑟𝑒 , we use a VAE [10] en-
coder to obtain the latent image of ground truth. The whole loss L
can be computed as:

L = 𝛼𝐿(𝑀𝑎, 𝐼𝑔𝑡 ) + 𝛽𝐿(𝐿𝑝𝑟𝑒 , 𝐸𝑛𝑐𝑜𝑑𝑒 (𝐼𝑔𝑡 )) (10)

where 𝐿(·) presents MSE loss function and 𝐼𝑔𝑡 refers to ground
truth. 𝛼 and 𝛽 are weights of each loss. Based on experimental study
shown in supplementary, we set them to 2 and 1, respectively.

For𝑘-shot segmentation, both𝑘 embeddings and𝑘 support latent
images are fused in an average manner. Thanks to the ability of Clip
to align image with text and rich prior knowledge of pretrained
diffusion models, there is little gap in segmentation performance
between different fusion methods. Experiments in supplementary
can prove it. Therefore, we select simple but effective average fusion
as our 𝑘-shot solution.

4.2 Diffusion UNet
To incorporate profound prior knowledge into the FSS task, we
equip DiffSeg with a pretrained diffusion model named Kandinsky
[25], which helps understand semantic contents of query images

and achieve support-query interaction. Specifically, we input sup-
port images as prompt and query images as latent into Kandinsky,
and then extract attention maps from the model, i.e., cross-attention
maps and self-attention maps. The former contain the response
information of query images to support images, and the latter helps
fully extract semantic information from query images.

Kandinsky diffusion contains attention maps of 3 different scales
(i.e., 8×8, 16×16, 32×32), which are interpolated to the same size for
fusion. By averaging self-attention maps and cross-attention maps,
respectively, we can obtain a fused self-attention map 𝑀𝑠𝑒𝑙 𝑓 ∈
R𝐻𝑊 ×𝐻𝑊 and a fused cross-attention map𝑀𝑐𝑟𝑜𝑠𝑠 ∈ R𝐻×𝑊 .

In fact, cross-attention maps serve as a vital component in the
conditional generation process, providing valuable insights into the
conditional probability distribution. However, the produced cross-
attention score maps often lack clear object boundaries and may
exhibit internal holes. Fortunately, self-attention maps are able to
establish the correlations between different pixels, which provides
the ability to perform region completion, thus compensating for
the incomplete activation regions in cross-attention. Therefore,
the final attention score map 𝐴𝑚 can be obtained by multiplying
the cross-attention maps with pixel affinity weights obtained from
self-attention maps:

𝑀𝑎 = 𝑛𝑜𝑟𝑚(𝑀𝑠𝑒𝑙 𝑓 · 𝑣𝑒𝑐 (𝑀𝑐𝑟𝑜𝑠𝑠 )) (11)

where 𝑛𝑜𝑟𝑚(·) is min-max normalization to ensure the segmenta-
tion score maps are appropriately scaled, 𝑣𝑒𝑐 (𝑀𝑐𝑟𝑜𝑠𝑠 ) ∈ R𝐻𝑊 ×1,
and 𝑣𝑒𝑐 (·) is a vectorization operation of a matrix.

Briefly, the attention score map 𝐴𝑚 is simply produced during
the denoising inference process of the pretrained diffusion model,
which locates target areas with prior knowledge of the diffusion
model, thus providing useful guidance for segmentation phases.
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Figure 3: The design of perceptual attention module. Two
cross-attention operations provide segmentation task for se-
mantic information of support-query interaction and spatial
information produced by prior information of pretrained
diffusion models, respectively. Considering confliction be-
tween them, we utilize a self-attention to find a balance of
dependence for segmentation.

4.3 Perceptual Attention Module
Different from most previous methods which performs dense com-
parisons within feature maps of images, PAM performs perceptual
attention mechanisms in latent image level. A latent image is a com-
pression transformation that removes high frequency information
of a natural image, which not only reduces computational burdens
in comparison, but also keeps visual features of original images.
Moreover, PAM considers extracted attention maps to perceptual
attention, thus introducing prior knowledge of diffusion models
into segmentation phase.

The design of PAM is shown in Fig.3. Firstly, we perform cross-
attention for a query latent image 𝐿𝑞 with a support latent image
𝐿𝑠 and an attention score map𝑀𝑎 , respectively. In this process, we
set 𝐿𝑞 as Query (𝑄) and set 𝐿𝑠 or𝑀𝑎 as Key (𝐾 ) and Value (𝑉 ). The
cross-attention can be computed as:

𝐿1 = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (
𝐿𝑖𝑛𝑒𝑟 (𝐿𝑞) · 𝐿𝑖𝑛𝑒𝑟 (𝐿𝑠 )√

𝑑
) · 𝐿𝑖𝑛𝑒𝑟 (𝐿𝑠 ) (12)

where𝐿𝑖𝑛𝑒𝑟 (·) function refers to linear transformation and𝑑 presents
the dimension of linear features. In the samemanner, cross-attention
is performed between 𝐿𝑞 and𝑀𝑎 to obtain 𝐿2.

Essentially, 𝐿1 contains semantic information of support-query
interaction, while 𝐿2 contains spatial information produced by the
pretrained diffusion model. In most cases, they have the same inter-
ested areas, which could provide positive guidance for segmentation.
Unfortunately, their interested areas are completely inconsistent
on occasion.

Considering confliction between the prior information and the
semantic interaction information, we utilize a self-attention to find
a balance of dependence for segmentation. Specifically, we fuse
𝐿𝑞 , 𝐿1 and 𝐿2 in an average manner to achieve 𝐿3, which is set
to 𝐾 , 𝑄 and 𝑉 in the self-attention operation. Then, the output of
self-attention is incorporated to 𝐿3 in a residual form. Finally, we
use a convolution and ReLU block to achieve the latent image 𝐿𝑝𝑟𝑒
of predicted mask.

11Conv+
ReLU NormLinear Linear

MLP

Diffusion UNet

Spatial Control Module

1

Figure 4: The design of spatial control module, where arrows
of different colors represent different paths. SCM preserves
the capabilities of the pretrained diffusion model by freezing
its parameters, and inserts spatial conditional information
into the model to control its semantic boundaries.

4.4 Spatial Control Module
Due to probabilistic noising and denoising processes, diffusion
models are unable to maintain spatial relationships between inputs
and outputs, leading to inaccurate segmentation masks. To solve
this problem, we present an SCM for DiffSeg to align semantic
boundaries between extracted attention maps and query images,
which is shown in Fig.4.

SCM treats the pretrained diffusion model as a strong backbone
for learning conditional controls. Firstly, an edge map is processed
by convolution and ReLU blocks to obtain spatial information of a
query image. Then it merges with features resized to 64×64 of diffu-
sion UNet and goes through a linear layer. The output of the linear
layer not only goes through a normalized layer and a Multi-Layer
Perception (MLP), but is also added to output of MLP in a residual
form to avoid excessive transforms. Finally, after the process of a
linear layer, we insert spatial controls into diffusion UNet in a resid-
ual form, which helps align spatial structures between attention
maps and query images. On the one hand, the spatial information is
regarded as conditional information to control spatial structures of
attention maps in up-sample processes. On the other hand, direct
connections between corresponding down-sample and up-sample
processes could reduce changes in spatial structures. Noted that
SCM extracts features from each scale level of UNet and inserts
spatial controls into a corresponding level, as shown in Fig.4, where
arrows of different color represent different paths.

Differing from ControlNet [44], which employs latent images for
control, SCM utilizes conditional information to govern attention
maps Additionally, while ControlNet operates at each encoder level
of a diffusion U-net with cascaded multiscale encoder blocks, SCM
handles state information from various levels by parameter sharing,
thus achieving control with reduced computational overhead.

5 EXPERIMENTS
5.1 Dataset and Evaluation Metric
PASCAL-5𝑖 [28] is a public dataset of few-shot semantic segmenta-
tion, which is made up of PASCAL VOC 2012 [3] with extra SDS [7]
annotations. The dataset includes 20 categories, which are divided
into 4 splits, and each split contains 5 categories.
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Table 1: Comparison results of 1-shot and 5-shot Segmentation on PASCAL-5𝑖 . Best in Bold and Second in Underline.

Method mIOU (1-shot) FB-IOU mIOU (5-shot) FB-IOUsplit-1 split-2 split-3 split-4 mean (1-shot) split-1 split-2 split-3 split-4 mean (5-shot)

PFENet [31] 61.7 69.5 55.4 56.3 60.8 73.3 63.1 70.7 55.8 57.9 61.9 73.9
DCAMA [29] 67.5 72.3 59.6 59.0 64.6 75.7 70.5 73.9 63.7 65.8 68.5 79.5
CyCTR [42] 65.7 71.0 59.5 59.7 64.0 74.3 69.3 73.5 63.8 63.5 67.5 75.9
DRCNet [5] 70.3 74.7 67.9 62.0 68.7 75.8 72.3 76.5 70.6 68.2 71.9 77.4

AAFormer [35] 69.1 73.3 59.1 59.2 65.2 73.8 72.5 74.7 62.0 61.3 67.6 76.2
VAT [8] 67.6 72.0 62.3 60.1 65.5 77.8 72.4 73.6 68.6 65.7 70.1 80.9

DPCN [17] 65.7 71.6 69.1 60.6 66.7 78.0 70.0 73.2 70.9 65.5 69.9 80.7
MIANet [40] 68.5 75.7 67.4 63.1 68.6 76.3 70.2 77.3 70.0 68.8 71.6 76.8
DiffSeg (ours) 70.5 75.8 67.9 63.2 69.3 78.4 72.8 77.6 68.7 69.3 72.1 81.2

Table 2: Comparison results of 1-shot and 5-shot Segmentation on COCO dataset.

Method mIOU (1-shot) FB-IOU mIOU (5-shot) FB-IOUsplit-1 split-2 split-3 split-4 mean (1-shot) split-1 split-2 split-3 split-4 mean (5-shot)

PFENet [31] 36.8 41.8 38.7 36.7 38.5 63.0 40.4 46.8 43.2 40.5 42.7 65.8
DCAMA [29] 41.9 45.1 44.4 41.7 43.3 69.5 45.9 50.5 50.7 46.0 48.3 71.7
CyCTR [42] 38.9 43.0 39.6 39.8 40.3 64.2 41.1 48.9 45.2 47.0 45.6 66.7
DRCNet [5] 44.8 53.2 49.5 45.7 48.3 67.7 50.2 57.7 52.0 50.1 52.5 68.5

AAFormer [35] 40.4 44.1 43.5 38.4 41.6 67.7 45.2 51.6 46.1 44.7 46.9 68.2
VAT [8] 39.1 42.7 42.9 40.5 41.3 68.8 46.5 47.3 48.0 49.7 47.9 72.4

DPCN [17] 42.0 47.0 43.2 39.7 43.0 63.2 46.0 54.9 50.8 47.4 49.8 67.4
MIANet [40] 42.7 52.9 47.8 47.4 47.7 67.1 45.8 58.2 51.3 51.9 51.6 68.3
DiffSeg (ours) 45.2 54.1 47.9 48.3 48.9 69.0 50.7 58.9 51.6 52.4 53.4 72.6

COCO 2014 [15] is a challenging large-scale dataset containing
80 categories. The purpose of COCO is scene understanding, which
is mainly acquired from complex daily scenes. The target objects
in images are annotated in precise pixel-level masks.

According to the introduction of few-shot segmentation task, a
cross-validation experiment is performed. On PASCAL-5𝑖 , three
splits are utilized for training, and the final split is used to evaluate
models. On COCO 2014, according to [41], we select 40 classes for
training, 20 classes for validation and 20 classes for test.

The mean Intersection-over-Union (mIoU) of all classes and the
average of the foreground & background IoU (FB-IOU) are twomain
evaluation metrics of few-shot segmentation. For fair comparison
with current methods, we use mIoU and FB-IOU to measure our
model performance, but mIOU is regarded as the main metric due
to its higher evaluation ability.

5.2 Implementation Details
To evaluate the performance of our method, we implement DiffSeg
using the PyTorch library, and train it for 200 epochs on 4 Nvidia
V100 GPUs. We set the learning rate to 0.01 and use the StepLR
scheduler in PyTorch, thus reducing the learning rate to 0.9 times for
every 20 epochs. Diffusion and Clip are pretrained models, which
parameters are frozen in training phase. We only update parameters
of PAM and SCM with a gradient descent algorithm. To reduce the
effect of the random selection of support images, we run all tests
10 times and report the mean results.

5.3 Comparison with Other Methods
PASCAL-5𝑖 . We compare DiffSeg with current methods on the
PASCAL-5𝑖 dataset, where Table 1 shows results with mIOU and
FB-IOU metrics. By comparing results, DiffSeg outperforms current
methods and reaches new state-of-the-art performance in most
cases. Under mIOU metric, DiffSeg is superior to current works in
both 1-shot and 5-shot segmentation. We notice that DPCN [17]
exceeds DiffSeg on split-3 of PASCAL-5𝑖 , which is caused by nonuni-
form distribution of categories in splits. In fact, the average size of
objects on split-3 is relatively large, where DPCN can better find the
pixel-wise dense correlation between query and support images.
Besides, considering that our approach is transformer-based, we
compare DiffSeg with transformer-based methods (e.g., AAFormer
[35] and VAT [8]) for fair comparison. The comparison results show
that our method outperforms existing transformer-based meth-
ods. Essentially, our method benefits from rich prior knowledge
rather than solely relying on transformer architectures, which is
not present in other transformer-based methods.

Under FB-IOU metric, DiffSeg still achieves outstanding perfor-
mance. Since mIOU is regarded as the main evaluation metric, we
only report the average FB-IOU of 4 splits. More detailed results
are reported in the Supplementary.

MS COCO. The results of DiffSeg and other methods on the
MS COCO dataset are shown in Table 2, from which we can see
DiffSeg reaches the highest performance on MS COCO. Regarding
that PASCAL-5𝑖 contains 20 categories and MS COCO contains
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Figure 5: The qualitative results of DiffSeg. The similarity between attention maps and predictions indicates that the knowledge
of pretrained diffusion model provides a significant guidance for segmentation.

Table 3: Results of DiffSeg with different modules in 1-shot
and 5-shot segmentation.

UNet SCM PAM 1-shot 5-shot
× × √

53.7 56.0√ × √
65.8 67.4√ √ × 42.2 44.6√ √ √
69.3 72.1

80 classes, the increase in classes brings more difficult problem
and higher requirements to methods. As shown in Table 2, the
evaluation score of mIOU drops significantly, but the score of FB-
IOU is still at a high level. As most objects are small in images, even
if models fail to predict target objects, the background IoU is still
very high, thus resulting in a high FB-IOU.

Qualitative results. Some qualitative results of 1-shot segmen-
tation are shown in Fig. 5, where each column represents the sup-
port set, query set, attention map of the pretrained diffusion model,
prediction, and ground-truth, respectively.

Noted that given the same query image, DiffSeg is able to seg-
ment different targets when different objects are labeled in support
images. For instance, in the 7th and 8th examples, given different
support images with the category “dog” or “sofa”, DiffSeg can seg-
ment different objects in the same query image. Essentially, the
pretrained diffusion model can generate different attention score
maps of a query image, which provides a strong guidance for seg-
menting different objects.

Table 4: Results of DiffSeg in 1-shot and 5-shot segmentation
when different features are selected as prior knowledge rep-
resentation.

Methods SA CA 1-shot 5-shot

Attention

√ × 59.4 62.7
× √

65.3 66.9√ √
69.3 72.1

FRB — — 50.1 52.8
FST — — 52.6 54.2

5.4 Ablation Study
To validate the effectiveness of each module, we perform ablation
experiments on PASCAL-5𝑖 , where we still use the cross-validation
method and report the average mIOU of 4 splits.

Network Design. To prove effectiveness of the proposed mod-
ules, we compare the performance of DiffSeg when certain modules
are removed. When UNet with SCM is removed, PAM only com-
pares support latent images and query latent images, without con-
sidering attention maps. When PAM is removed, a convolutional
layer is used to generate predicted latent image 𝐿𝑝𝑟𝑒 .

Table 3 shows the elimination of certain module would reduce
the performance of DiffSeg, which means that each module plays
a positive role in segmentation. When diffusion UNet is removed,
segmentation performance drops significantly, which proves that
prior knowledge in the pretrained diffusion model is powerful to
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Table 5: Results of DiffSeg in 1-shot and 5-shot segmentation
when certain attention operations are removed or changed in
PAM. "×" and "⃝" present removing attention and changing
attention to convolutional operations, respectively.

Att_1 Att_2 Att_3 1-shot 5-shot
× × × 44.3 46.5
× √ √

58.6 60.4√ × √
52.1 53.7√ √ × 64.2 66.8

⃝ ⃝ ⃝ 59.2 61.1
⃝ √ √

62.4 63.7√ ⃝ √
59.9 61.5√ √ ⃝ 65.4 67.2√ √ √
69.3 72.1

Table 6: Results of DiffSeg in 1-shot and 5-shot segmentation
when SCM is inserted into different levels of diffusion UNet.

8×8 16×16 32×32 Params sharing 1-shot 5-shot
× √ √ √

62.5 65.7√ × √ √
60.3 62.1√ √ × √
67.9 70.2√ √ √ × 69.2 72.1√ √ √ √
69.3 72.1

interact semantic information between support-query images and
provide a strong guidance for segmentation.

Knowledge representation of diffusion models. To validate
the significance of extracted prior knowledge, we compare results of
DiffSeg which extracts feature maps at different locations as knowl-
edge representation. First, we explore the performance impact of
removing self-attention or cross-attention. Second, we study the
impact of extracting features at other locations in diffusion UNet as
prior knowledge, e.g., Features of Resnet Blcok (FRB) and Features
of Spatial Transformer (FST).

The ablation results are as shown in Table 4, where SA and
CA refer to self-attention and cross-attention, respectively. The
results show that extracting only self-attention or cross-attention
will result in a performance decrease. Self-attention maps effec-
tively capture the similarity relationship between pixels of query
images, and cross-attention maps contain the response informa-
tion of query images to support images, which could contribute
to extract semantic features and locate target areas. Noted that
the result of DiffSeg with cross-attention is better than its with
self-attention, which shows that information interaction between
support images and query images is more important than semantic
perception in query images. Besides, when using features of resnet
block or spatial transformer as prior knowledge, the performance
of DiffSeg decreases, which shows that attention could provide the
fullest prior knowledge.

Attention in PAM. To validate the effectiveness of 3 attention
operations in PAM, we compare the performance of DiffSeg where
certain attention operations are removed or changed to convolu-
tional operations. The comparison results are shown in Table 5,
where Att_1 and Att_2 present to cross-attention of query-support

Query image 88 1616 3232

Figure 6: Attention maps of different levels, where maps in
16×16 scale are the most complete.

pairs and query-attention pairs, respectively. Att_3 presents a self-
attention operation in PAM. From Table 5 we can see, removing
certain attention operation could reduce the performance of Diff-
Seg, which signifies all attention operations in PAM play positive
roles in segmentation. When Att_3 (self-attention) is removed, the
model encounters difficulties in preserving a balanced segmenta-
tion dependency between the guidance from diffusion and support
images. In cases these two sources of guidance are incongruent,
accurate segmentation cannot be attained. It’s worth noting that
DiffSeg with Att_2 performs better than it with Att_1, indicating
that spatial information from diffusion is more crucial than seman-
tic information from support images for segmentation. Besides, the
result of DiffSeg with attention operations is better than its with
convolutional operations, which shows that attention mechanisms
have more strong ability to capture interest areas for segmentation.

Design of SCM. To validate advantages of SCM design, we in-
sert SCM into different levels of diffusion UNet and compare the
performance whether SCMs from different levels share parameters.
The comparison results are shown in Table 5.

From the Table we can see, removing SCM from each level will
lead to drop in performance, which shows SCM could work well in
each level of diffusion UNet. Specifically, when SCM is deactivated
in 16×16 scale level, performance of DiffSeg significantly decreases.
Through visualizing attention maps of each level as shown in Fig.
6 , we find 16×16 attention maps are the most complete. Therefore,
controls of 16×16 attention maps by SCM directly affect the perfor-
mance of segmentation. Besides, training a separate SCM for each
layer doesn’t improve performance, while introducing additional
parameters and increasing computational burden. It shows sharing
parameters of SCM is a better strategy for lightweight computation.

6 CONCLUSION
In this paper, we present a DiffSeg for FSS, which decouples proba-
bilistic denoising and segmentation processes, thereby mitigating
the impact of probabilistic processes while benefiting from rich
prior knowledge of the model. We propose a PAM for segmenta-
tion, where two cross-attention capture semantic information of
support-query interaction and spatial information produced by the
pretrained diffusion model. Moreover, considering the probabilis-
tic generation of diffusion models, we present an SCM to align
semantic boundaries between extracted attention maps and query
images. Comprehensive experiments show that DiffSeg achieves
new state-of-the-art performance.



929

930

931

932

933

934

935

936

937

938

939

940

941

942

943

944

945

946

947

948

949

950

951

952

953

954

955

956

957

958

959

960

961

962

963

964

965

966

967

968

969

970

971

972

973

974

975

976

977

978

979

980

981

982

983

984

985

986

Few-shot Semantic Segmentation via Perceptual Attention and Spatial Control ACM MM, 2024, Melbourne, Australia

987

988

989

990

991

992

993

994

995

996

997

998

999

1000

1001

1002

1003

1004

1005

1006

1007

1008

1009

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

1021

1022

1023

1024

1025

1026

1027

1028

1029

1030

1031

1032

1033

1034

1035

1036

1037

1038

1039

1040

1041

1042

1043

1044

REFERENCES
[1] Sungyong Baik, Myungsub Choi, Janghoon Choi, Heewon Kim, and Kyoung Mu

Lee. 2024. Learning to Learn Task-Adaptive Hyperparameters for Few-Shot
Learning. IEEE Trans. Pattern Anal. Mach. Intell. 46, 3 (2024), 1441–1454.

[2] Dmitry Baranchuk, Andrey Voynov, Ivan Rubachev, Valentin Khrulkov, and
Artem Babenko. 2022. Label-Efficient Semantic Segmentation with Diffusion
Models. In Proceedings of International Conference on Learning Representations.

[3] Mark Everingham, Luc Van Gool, Christopher K. I. Williams, John M. Winn, and
Andrew Zisserman. 2010. The Pascal Visual Object Classes (VOC) Challenge. Int.
J. Comput. Vis. 88, 2 (2010), 303–338.

[4] Lihua Fu, Haoyue Tian, Xiangping Bryce Zhai, Pan Gao, and Xiaojiang Peng.
2022. IncepFormer: Efficient Inception Transformer with Pyramid Pooling for
Semantic Segmentation. CoRR abs/2212.03035 (2022).

[5] Hongyu Gu, Yunzhi Zhuge, Lu Zhang, Jinqing Qi, and Huchuan Lu. 2023. Few-
shot Semantic Segmentation by Exploiting Dynamic and Regional Contexts. In
Proceedings of International Conference on Multimedia and Expo. 834–839.

[6] Mengya Han, Yibing Zhan, Yong Luo, Han Hu, Kehua Su, and Bo Du. 2024.
Textual Enhanced Adaptive Meta-Fusion for Few-Shot Visual Recognition. IEEE
Trans. Multim. 26 (2024), 2408–2418.

[7] Bharath Hariharan, Pablo Andrés Arbeláez, Ross B. Girshick, and Jitendra Malik.
2014. Simultaneous Detection and Segmentation. In Proceedings of 13th European
Conference on Computer Vision, Vol. 8695. 297–312.

[8] Sunghwan Hong, Seokju Cho, Jisu Nam, Stephen Lin, and Seungryong Kim.
2022. Cost Aggregation with 4D Convolutional Swin Transformer for Few-
Shot Segmentation. In Proceedings of European Conference on Computer Vision,
Vol. 13689. 108–126.

[9] Li Kang, Ziqi Zhou, Jianjun Huang, and Wenzhong Han. 2022. Renal tumors
segmentation in abdomen CT Images using 3D-CNN and ConvLSTM. Biomed.
Signal Process. Control. 72, Part (2022), 103334.

[10] Diederik P. Kingma and Max Welling. 2014. Auto-Encoding Variational Bayes. In
Proceedings of International Conference on Learning Representations.

[11] Alexander Kirillov, Eric Mintun, Nikhila Ravi, Hanzi Mao, Chloé Rolland, Laura
Gustafson, Tete Xiao, Spencer Whitehead, Alexander C. Berg, Wan-Yen Lo, Piotr
Dollár, and Ross B. Girshick. 2023. Segment Anything. In IEEE/CVF International
Conference on Computer Vision, ICCV 2023, Paris, France, October 1-6, 2023. 3992–
4003.

[12] Minh-Quan Le, Tam V. Nguyen, Trung-Nghia Le, Thanh-Toan Do, Minh N. Do,
and Minh-Triet Tran. 2023. MaskDiff: Modeling Mask Distribution with Diffusion
Probabilistic Model for Few-Shot Instance Segmentation. CoRR abs/2303.05105
(2023).

[13] Yanwei Li, Lin Song, Yukang Chen, Zeming Li, Xiangyu Zhang, Xingang Wang,
and Jian Sun. 2020. Learning Dynamic Routing for Semantic Segmentation.
In Proceedings of IEEE Conference on Computer Vision and Pattern Recognition.
8550–8559.

[14] Jingyi Liao, Xun Xu, Manh Cuong Nguyen, Adam Goodge, and Chuan Sheng
Foo. 2024. COFT-AD: COntrastive Fine-Tuning for Few-Shot Anomaly Detection.
IEEE Trans. Image Process. 33 (2024), 2090–2103.

[15] Tsung-Yi Lin, Michael Maire, Serge J. Belongie, James Hays, Pietro Perona, Deva
Ramanan, Piotr Dollár, and C. Lawrence Zitnick. 2014. Microsoft COCO: Common
Objects in Context. In Proceedings of European Conference on Computer Vision.
740–755.

[16] Chunmeng Liu, Enze Xie, Wenjia Wang, Wenhai Wang, Guangyao Li, and Ping
Luo. 2022. WegFormer: Transformers for Weakly Supervised Semantic Segmen-
tation. CoRR abs/2203.08421 (2022).

[17] Jie Liu, Yanqi Bao, Guo-Sen Xie, Huan Xiong, Jan-Jakob Sonke, and Efstratios
Gavves. 2022. Dynamic Prototype Convolution Network for Few-Shot Semantic
Segmentation. In Proceedings of IEEE/CVF Conference on Computer Vision and
Pattern Recognition. 11543–11552.

[18] Jonathan Long, Evan Shelhamer, and Trevor Darrell. 2015. Fully convolutional
networks for semantic segmentation. In Proceedings of IEEE Conference on Com-
puter Vision and Pattern Recognition. 3431–3440.

[19] Yi Lu, Yaran Chen, Dongbin Zhao, and Jianxin Chen. 2020. Graph-FCN for image
semantic segmentation. CoRR abs/2001.00335 (2020).

[20] YandaMeng,MengWei, DongxuGao, Yitian Zhao, Xiaoyun Yang, Xiaowei Huang,
and Yalin Zheng. 2020. CNN-GCN Aggregation Enabled Boundary Regression
for Biomedical Image Segmentation. In Proceedings of Medical Image Computing
and Computer Assisted Intervention, Vol. 12264. Springer, 352–362.

[21] Claudio Michaelis, Matthias Bethge, and Alexander S. Ecker. 2018. One-Shot
Segmentation in Clutter. In Proceedings of International Conference on Machine
Learning, Jennifer G. Dy and Andreas Krause (Eds.). 3546–3555.

[22] Fausto Milletari, Nicola Rieke, Maximilian Baust, Marco Esposito, and Nassir
Navab. 2018. CFCM: Segmentation via Coarse to Fine Context Memory. In
Proceedings of Medical Image Computing and Computer Assisted Intervention,
Vol. 11073. Springer, 667–674.

[23] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh,
Sandhini Agarwal, Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark,
Gretchen Krueger, and Ilya Sutskever. 2021. Learning Transferable Visual Models

From Natural Language Supervision. In Proceedings of International Conference
on Machine Learning. 8748–8763.

[24] Kate Rakelly, Evan Shelhamer, Trevor Darrell, Alyosha A. Efros, and Sergey
Levine. 2018. Conditional Networks for Few-Shot Semantic Segmentation. In
Proceedings of International Conference on Learning Representations.

[25] Anton Razzhigaev, Arseniy Shakhmatov, Anastasia Maltseva, Vladimir Arkhip-
kin, Igor Pavlov, Ilya Ryabov, Angelina Kuts, Alexander Panchenko, Andrey
Kuznetsov, and Denis Dimitrov. 2023. Kandinsky: An Improved Text-to-Image
Synthesis with Image Prior and Latent Diffusion. In Proceedings of Conference on
Empirical Methods in Natural Language Processing. 286–295.

[26] Robin Rombach, Andreas Blattmann, Dominik Lorenz, Patrick Esser, and Björn
Ommer. 2022. High-Resolution Image Synthesis with Latent Diffusion Models. In
Proceedings of IEEE/CVF Conference on Computer Vision and Pattern Recognition.
10674–10685.

[27] Aniket Roy, Anshul Shah, Ketul Shah, Anirban Roy, and Rama Chellappa. 2022.
DiffAlign : Few-shot learning using diffusion based synthesis and alignment.
CoRR abs/2212.05404 (2022).

[28] Amirreza Shaban, Shray Bansal, Zhen Liu, Irfan Essa, and Byron Boots. 2017.
One-Shot Learning for Semantic Segmentation. In Proceedings of British Machine
Vision Conference.

[29] Xinyu Shi, Dong Wei, Yu Zhang, Donghuan Lu, Munan Ning, Jiashun Chen,
Kai Ma, and Yefeng Zheng. 2022. Dense Cross-Query-and-Support Attention
Weighted Mask Aggregation for Few-Shot Segmentation. In Proceedings of Euro-
pean Conference on Computer Vision. 151–168.

[30] Savannah Thais and Gage DeZoort. 2021. Instance Segmentation GNNs for
One-Shot Conformal Tracking at the LHC. CoRR abs/2103.06509 (2021).

[31] Zhuotao Tian, Hengshuang Zhao, Michelle Shu, Zhicheng Yang, Ruiyu Li, and
Jiaya Jia. 2022. Prior Guided Feature Enrichment Network for Few-Shot Segmen-
tation. Trans. Pattern Anal. Mach. Intell. 44, 2 (2022), 1050–1065.

[32] Francesco Visin, Adriana Romero, Kyunghyun Cho, Matteo Matteucci, Marco
Ciccone, Kyle Kastner, Yoshua Bengio, and Aaron C. Courville. 2016. ReSeg: A
Recurrent Neural Network-Based Model for Semantic Segmentation. In Proceed-
ings of IEEE Conference on Computer Vision and Pattern Recognition Workshops.
426–433.

[33] Jinglong Wang, Xiawei Li, Jing Zhang, Qingyuan Xu, Qin Zhou, Qian Yu, Lu
Sheng, and Dong Xu. 2023. Diffusion Model is Secretly a Training-free Open
Vocabulary Semantic Segmenter. CoRR abs/2309.02773 (2023).

[34] Kaixin Wang, Jun Hao Liew, Yingtian Zou, Daquan Zhou, and Jiashi Feng. 2019.
PANet: Few-Shot Image Semantic Segmentation With Prototype Alignment. In
Proceedings of IEEE/CVF International Conference on Computer Vision. 9196–9205.

[35] Yuan Wang, Rui Sun, Zhe Zhang, and Tianzhu Zhang. 2022. Adaptive Agent
Transformer for Few-Shot Segmentation. In Proceedings of European Conference
on Computer Vision, Vol. 13689. 36–52.

[36] Junde Wu, Rao Fu, Huihui Fang, Yu Zhang, Yehui Yang, Haoyi Xiong, Huiying
Liu, and Yanwu Xu. 2023. MedSegDiff: Medical Image Segmentation with Diffu-
sion Probabilistic Model. In Proceedings of Medical Imaging with Deep Learning,
Vol. 227. 1623–1639.

[37] Junde Wu, Wei Ji, Huazhu Fu, Min Xu, Yueming Jin, and Yanwu Xu. 2024.
MedSegDiff-V2: Diffusion-Based Medical Image Segmentation with Transformer.
In Proceedings of AAAI Conference on Artificial Intelligence. 6030–6038.

[38] Saining Xie and Zhuowen Tu. 2015. Holistically-Nested Edge Detection. In
Proceedings of International Conference on Computer Vision. 1395–1403.

[39] Shilin Yan, Renrui Zhang, Ziyu Guo, Wenchao Chen, Wei Zhang, Hongyang Li,
Yu Qiao, Hao Dong, Zhongjiang He, and Peng Gao. 2024. Referred by Multi-
Modality: A Unified Temporal Transformer for Video Object Segmentation. In
Proceedings of AAAI Conference on Artificial Intelligence. 6449–6457.

[40] Yong Yang, Qiong Chen, Yuan Feng, and Tianlin Huang. 2023. MIANet: Ag-
gregating Unbiased Instance and General Information for Few-Shot Semantic
Segmentation. In Proceedings of IEEE/CVF Conference on Computer Vision and
Pattern Recognition. 7131–7140.

[41] Chi Zhang, Guosheng Lin, Fayao Liu, Rui Yao, and Chunhua Shen. 2019. CANet:
Class-Agnostic Segmentation Networks With Iterative Refinement and Attentive
Few-Shot Learning. In Proceedings of IEEE Conference on Computer Vision and
Pattern Recognition. 5217–5226.

[42] Gengwei Zhang, Guoliang Kang, Yi Yang, and Yunchao Wei. 2021. Few-Shot
Segmentation via Cycle-Consistent Transformer. In Proceedings of NAnnual Con-
ference on Neural Information Processing Systems. 21984–21996.

[43] Hang Zhang, Kristin J. Dana, Jianping Shi, Zhongyue Zhang, Xiaogang Wang,
Ambrish Tyagi, and Amit Agrawal. 2018. Context Encoding for Semantic Seg-
mentation. In Proceedings of IEEE Conference on Computer Vision and Pattern
Recognition. 7151–7160.

[44] Lvmin Zhang, Anyi Rao, and Maneesh Agrawala. 2023. Adding Conditional Con-
trol to Text-to-Image Diffusion Models. In Proceedings of IEEE/CVF International
Conference on Computer Vision. 3836–3847.

[45] Miao Zhang, Miaojing Shi, and Li Li. 2022. MFNet: Multiclass Few-Shot Segmen-
tation Network With Pixel-Wise Metric Learning. IEEE Transactions on Circuits
and Systems for Video Technology 32, 12 (2022), 8586–8598.



1045

1046

1047

1048

1049

1050

1051

1052

1053

1054

1055

1056

1057

1058

1059

1060

1061

1062

1063

1064

1065

1066

1067

1068

1069

1070

1071

1072

1073

1074

1075

1076

1077

1078

1079

1080

1081

1082

1083

1084

1085

1086

1087

1088

1089

1090

1091

1092

1093

1094

1095

1096

1097

1098

1099

1100

1101

1102

ACM MM, 2024, Melbourne, Australia Anonymous Authors

1103

1104

1105

1106

1107

1108

1109

1110

1111

1112

1113

1114

1115

1116

1117

1118

1119

1120

1121

1122

1123

1124

1125

1126

1127

1128

1129

1130

1131

1132

1133

1134

1135

1136

1137

1138

1139

1140

1141

1142

1143

1144

1145

1146

1147

1148

1149

1150

1151

1152

1153

1154

1155

1156

1157

1158

1159

1160

[46] Zheyu Zhang, Gang Yang, Yueyi Zhang, Huanjing Yue, Aiping Liu, Yunwei Ou,
Jian Gong, and Xiaoyan Sun. 2024. TMFormer: Token Merging Transformer
for Brain Tumor Segmentation with Missing Modalities. In Proceedings of AAAI
Conference on Artificial Intelligence. 7414–7422.

[47] Zewen Zheng, Guoheng Huang, Xiaochen Yuan, Chi-Man Pun, Hongrui Liu, and
Wing-Kuen Ling. 2022. Quaternion-valued Correlation Learning for Few-Shot
Semantic Segmentation. IEEE Trans. Circuits Syst. Video Technol. (2022), 1–1.


	Abstract
	1 Introduction
	2 Related work
	2.1 Semantic Segmentation
	2.2 Few-shot Semantic Segmentation
	2.3 Diffusion Models for Segmentation

	3 Task Description
	4 Method
	4.1 Overview
	4.2 Diffusion UNet
	4.3 Perceptual Attention Module
	4.4 Spatial Control Module

	5 Experiments
	5.1 Dataset and Evaluation Metric
	5.2 Implementation Details
	5.3 Comparison with Other Methods
	5.4 Ablation Study

	6 Conclusion
	References

