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ABSTRACT

Many real-world decision-making problems are combinatorial in nature, where
states (e.g., surrounding traffic of a self-driving car) can be seen as a combina-
tion of basic elements (e.g., pedestrians, trees, and other cars). Due to combi-
natorial complexity, observing all combinations of basic elements in the training
set is infeasible, which leads to an essential yet understudied problem of zero-
shot generalization to states that are unseen combinations of previously seen el-
ements. In this work, we first formalize this problem and then demonstrate how
existing value-based reinforcement learning (RL) algorithms struggle due to un-
reliable value predictions in unseen states. We argue that this problem cannot be
addressed with exploration alone, but requires more expressive and generalizable
models. We demonstrate that behavior cloning with a conditioned diffusion model
trained on expert trajectory generalizes better to states formed by new combina-
tions of seen elements than traditional RL methods. Through experiments in maze,
driving, and multiagent environments, we show that conditioned diffusion models
outperform traditional RL techniques and highlight the broad applicability of our
problem formulation.

1 INTRODUCTION

In many real-world decision-making tasks, environments can be broken down into combinations
of fundamental elements. For instance, in self-driving tasks, the surrounding environment consists
of elements like bicycles, pedestrians, and cars. Due to the exponential growth of possible element
combinations, it is impractical to encounter and learn from every possible configuration during train-
ing. Rather than learning how to act in each unique combination, humans instead learn to interact
with individual elements – such as following a car or avoiding pedestrians – and then extrapolate
this knowledge to unseen combinations of elements. Therefore, it is important to study the gener-
alization to unseen combinations of known elements, hereafter referred to as the out-of-combination
(OOC) generalization, and to develop algorithms that can effectively handle these unseen scenarios.

Despite the success of reinforcement learning (RL) in decision-making tasks, many existing RL
algorithms, particularly in offline settings, struggle to perform adeptly under state distribution shifts
between training and testing, which typically occur when the learned policy visits states that differ
from the data collection policy at test time (Levine et al., 2020; Kakade & Langford, 2002; Lyu
et al., 2022; Schulman, 2015). While there have been works studying this problem, most of them
either (1) focus on distribution shifts where the training and testing sets share the same support
but different probability densities, without accounting for the presence of entirely new and unseen
element combinations (Finn et al., 2017; Ghosh et al., 2022), or (2) allow unseen elements in test
combinations, which makes the problem ill-posed without introducing other potentially unrealistic
assumptions (Song et al., 2024; Zhao et al., 2022). As a result, these works have failed to recognize
and address the critical challenge of generalization to unseen combinations of seen elements and
therefore fail to capture and compose existing knowledge for these fundamental elements.

In this work, we directly tackle the problem of state combinatorial generalization in decision-making
tasks, where testing states consist of unseen combinations of elements encountered during training.
As illustrated in Figure 1, our task differs conceptually from traditional distribution shift problems.
Unlike simple distribution shifts, where the testing set remains within the support of the training
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Figure 1: Different forms of out-of-distribution states. are seen base elements and is unseen
base element. Their combination forms the sample space. Classic distribution shift assumes states to have the
same support but different probability density. We study generalization for out-of-combination states in this
work, where test time state distribution has different and possibly non-overlapping support compared to training
states.

set, our proposed task requires algorithms to handle out-of-support states that are never seen during
training. This makes our problem both more challenging and more representative of real-world
scenarios. At the same time, our OOC setting is better defined than the unconstrained out-of-support
(OOS) setting, where testing states may include completely arbitrary unseen elements and therefore
is inadequately formulated and intractable without other potentially impractical assumptions such as
the existence of state distance metrics (Song et al., 2024) or isomorphic Markov decision processes
(MDPs) (Zhao et al., 2022). By focusing on new combinations of known elements, our setting strikes
a balance between real-world applicability and tractability, making it more suitable for standardized
evaluation and formal analysis.

To facilitate this study, we first provide formal definitions of state combination and OOC general-
ization. We then demonstrate the challenge of this task by showing how traditional RL algorithms
struggle to generalize in this setting due to unreliable value prediction, and the need for a more
expressive policy. On the hunt for a suitable solution, we draw inspiration from the linear mani-
fold hypothesis in diffusion models (Chung et al., 2023; He et al., 2024b) and recent advances in
combinatorial image generation (Okawa et al., 2024), and present diffusion models as a promising
direction by showing how they can naturally account for the combinatorial structure of states into
the diffusion process, enabling better generalization in OOC settings.

Experimentally, we evaluate the models on three distinct different RL environments: maze, driving,
and multiagent games. All three settings are easily adaptable to the OOC generalization problem us-
ing existing RL frameworks, demonstrating the broad applicability of the combinatorial state setup.
We demonstrate behavior cloning (BC) with a conditioned diffusion model outperforms not only
vanilla BC and offline RL methods like CQL (Kumar et al., 2020) but also online RL methods like
PPO (Schulman et al., 2017) in zero-shot OOC generalization. To explore factors contributing to
its generalization, we visualize the states predicted by the conditioned diffusion model. Our re-
sults demonstrate that the model effectively captures the core attributes of each base element and
accurately composes future states by integrating these fundamental attributes. We demonstrate that,
while exploration is commonly used to enhance model generalization, OOC generalization relies
instead on the use of a more expressive policy.

2 RELATED WORK

2.1 GENERALIZATION IN RL

Zero-shot domain transfer The problem of zero-shot domain transfer assumes that the model
is trained and tested on different domains that might have some similarities but are sampled from
different underlying distributions (Kirk et al., 2023). One widely used technique is domain random-
ization, approaching this problem by producing a wide range of contexts in simulation (Kirk et al.,
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2023; Mehta et al., 2020). Although the focus is also unsupported state space, it commonly assumes
that information about the testing environment is not accessible (Mehta et al., 2020) and focuses
more on sim2real problems (Kirk et al., 2023). Whereas we assume test time information is given
through conditioning but restricting the training set to have narrow coverage.
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Figure 2: Visualization of states in trajectories for
training, subtask learning, and state combinatorial gen-
eralization. Subtask learning involves stitching together
subtask 3 in the training trajectory 2 with subtask 2 in
trajectory 1. Combinatorial generalization involves si-
multaneously avoiding a tree and waiting for a pedes-
trian. Each of those two elements appeared in the train-
ing states but had never been combined.

Subtask and Hierarchical RL These two
settings focus on learning reusable skills that
can be sequenced to complete long horizon
tasks (Parr & Russell, 1997; Lin et al., 2022;
Dietterich, 2000; Nachum et al., 2018; Joth-
imurugan et al., 2023; Bakirtzis et al., 2024).
The concept of compositionally is also a key
component in subtask learning, where different
sub-trajectories or intermediate goals are com-
posed together to better perform a long horizon
task (Jothimurugan et al., 2023; Lin et al., 2022;
Bakirtzis et al., 2024; Mendez et al., 2022). We
would like to note the difference between com-
positionally in trajectory stitching and our def-
inition of state composition, where subtasks in
trajectory stitching are often data supported as
shown in Figure 2.

2.2 COMBINATORIAL GENERALIZATION

In Computer Vision The closest line of work
to ours is combinatorial generalization for im-
age generation where the model needs to learn
new combinations of a discrete set of basic concepts like color and shapes and generalize to unseen
combinations (Wiedemer et al., 2024; Okawa et al., 2024; Schott et al., 2021; Hwang et al., 2023).
This problem is often approached with disentangled representation learning (Liu et al., 2023; Schott
et al., 2021) with models like VAE but little evidence shows they can fully exhibit generalization
ability (Schott et al., 2021; Montero et al., 2020). Okawa et al. (2024) studied the capabilities of
conditioned diffusion models on a synthetic shape generation task and showed that their composi-
tion ability emerges with enough training, first to closer concepts, then to farther ones.

In RL Song et al. (2024) addresses the problem of generalization to unsupported states by decom-
posing it into the closest state in the training set and their difference, which requires the existence
of a distance function to map the unseen state back to data supported region to ensure conservatism.
However, we do not assume there exists a distance function between states and we do not explicitly
encourage the model to be conservative. Zhao et al. (2022) uses an object oriented environment to
study compositional generalization by learning the world model under the assumption that different
combinations have isomorphic MDPs and objects are replaceable with each other. However, we do
not assume our MDPs to be isomorphic, as each object in our setup possesses unique attributes that
are non-transferable, leading to the emergence of complex underlying modalities. To the best of
our knowledge, we are the first to investigate the problem of generalization to unsupported states
with novel combinations of basic elements, without relying on mapping unseen states back to data-
supported regions.

2.3 DIFFUSION MODEL FOR DECISION MAKING

Diffusion models emerged as a popular architecture for decision-making tasks and demonstrated
superior performance compared to traditional RL algorithms, especially on long-horizon planning
tasks (Janner et al., 2022; Wang et al., 2022; Liang et al., 2023a; Mishra et al., 2023). Some following
work further studied conditioned diffusion models (Chi et al., 2023; Ajay et al., 2022; Li et al.,
2023) and demonstrated their ability to stitch trajectories with different skills or constraints together.
Application in multi-task environment (He et al., 2024a; Liang et al., 2023b) and meta-learning
setting (Ni et al., 2023; Zhang et al., 2024) further demonstrate their ability to capture multi-modality
information in the offline dataset.
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3 PROBLEM FORMULATION

In this section, we formally define the problem of state combinatorial generalization by providing
definitions for state combination and identify out-of-combination generalization as a problem for
generalization to different supports in the same sample space.

3.1 STATES FORMED BY ELEMENT COMBINATIONS

Following Wiedemer et al. (2024), we first denote e ∈ E to be a base element for an environment.
A base element is defined to be the most elementary and identifiable element that is relevant to the
decision making task of interest. For example, in a traffic environment, the set E can be the set
of vehicles that can occur in the environment such as {car, bike}; and in a 2D maze environment,
the set E can be the set of possible locations labeled by the x, y-axis coordinate of the agent, i.e.
R2. Suppose there are a finite number of n base elements in an environment. Since these elements
are the fundamental components relevant to the decision making task, we can form a latent vector
z = (z1, z2, ..., zn) ∈ Z ≡ En, where zi ∈ E ∀i ∈ {1, . . . , n} that represents the combination of
all rudimentary components appearing in this environment related to the decision making task.

Each element can also be associated with a collection of attributes r such as the color of the vehicle
and the velocity of the agent. Attributes are components that are necessary for rendering the states
and the rendering function f(z, (r1, r2, . . . , rn)) can then map the latent and the attributes to a state
s ∈ S. In the traffic environment example, f is equivalent to reconstructing the cars and the bikes
given their colors and positions, etc. All reconstructed base elements collectively determine a state
s. Concretely, we provide the following definition:

Definition 3.1 (States and latent vectors). For any state s with n base elements in state space S and
rendering function f , we have s = f(z, (r1, r2, . . . , rn)) where the corresponding latent vector z
in latent space Z ≡ En for s is z =

(
z1, z2, ..., zn

)
where zi ∈ E for i = 1, ..., n.

With our definition of base elements and states, the combinatorial property of states naturally fol-
lows as the composition of different base elements in the latent space.

Notice that in practice, for the same environment, one can define different base element sets depend-
ing on the desired granularity of the task. In addition, since we usually can only obtain observations
of the states, in practice we can only extract the empirical latent vector z̃ from the observation.

3.2 GENERALIZATION ON PROBABILITY SPACE SUPPORT

Since we have identified the fundamental elements of the state in the target decision making task,
we can formulate the distribution of states with the probability spaces of latent vectors. When our
base element set is discrete, finite, and countable, the probability mass function (PMF) p can directly
ascribe a probability to a sample in Z. Then we can define the corresponding probability space as

Definition 3.2 (Probability space for discrete latents). Define the sample space Z as the set of all
possible z. σ-algebra Σ = 2Z is the power set of Z. p : Z→ [0, 1] such that

∑
z∈Z p(z) = 1 is the

PMF. Then the probability space over the latent vector z can be defined as P = (Z,Σ, p).

When Z is a continuous space, we can also have the correspnding definitions.

Definition 3.3 (Probability space for continuous latents). Define the sample space Z as the set of all
possible z. σ-algebra Σ = B(Z) is the Borel set of Z. p : Z → [0, 1] such that

∫
z∈Z

p(z)dz = 1
is the probability dense function (PDF). Then the probability space over the latent vector z can be
defined as P = (Z,Σ, p).

The support of P = (Z,Σ, p) can then be defined as suppP := {z ∈ Z : p(z) > 0}.
State combinatorial generalization, or OOC generalization, is then defined as generalizing to latent
probability space with a different support. Denote the latent probability space of training states
as Ptrain = (Z,Σtrain, ptrain) and testing states as Ptest = (Z,Σtest, ptest), then combinatorial
generalization assumes supp{Ptrain} ̸= supp{Ptest}. That is to say, combinatorial generalization
in state space requires generalizing to a distribution of latent vectors with different, and possibly non-
overlapping support (Wiedemer et al., 2024). Whereas traditional distribution shift in RL normally
assumes different PMF or PDF (ptrain ̸= ptest), as shown in Figure 1.

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2025

3.3 CONSTRAINT FOR OOC GENERALIZATION

One crucial assumption made by OOC generalization is that all base elements are seen at training
time. Recall z =

(
z1, z2, ..., zn

)
where zi ∈ E for i = 1, ..., n. This indicates that the marginal

distribution p(zi) > 0 for all zi at training time, or equivalently the training probability space has
full support over the marginals. For discrete latent spaces, this also implies that every base element
that appeared in the sample space would appear at least once in one latent feature z. To ensure
full support of base elements, the union of marginal supports at test time should be a subset of that
at training time. Finally, to test generalizability, we assume supp{Ptrain} ⫋ Z, i.e. the training
probability space doesn’t have full support on the entire latent space.
Constraint 3.4 (Combinatorial support). Given probability spaces P = (Z,ΣP , p) and Q =
(Z,ΣQ, q) over latent vector z =

(
z1, z2, ..., zn

)
∈ Z where zi ∈ E for i = 1, ..., n, P has full

combinatorial support for Q if:
⋃n

i=0{zi ∈ E : q(zi) > 0} ⊆
⋃n

i=0{zi ∈ E : p(zi) > 0}.

4 WHY TRADITIONAL RL FAILS

Most RL algorithms include estimating the expected cumulative reward of choosing a specific action
given the current state (Schulman et al., 2017; Kumar et al., 2020; Haarnoja et al., 2018). We
demonstrate the estimation of value functions is problematic given unsupported states and this can
not be solved by more exploration or more training data in this section.

4.1 RL AND EXPECTED REWARD ESTIMAITON

Figure 3: Expected Q value of CQL and
actual return-to-go (RTG) in unsupported
states in Roundabout environment.

Most deep RL algorithms rely on learning a Q or Value
function, which takes in the current state as network input
and predicts the expected future reward (Schulman et al.,
2017; Haarnoja et al., 2018). Since states with unseen
composition are unsupported and fall within the under-
trained regions of the neural network, the value predic-
tion is highly unreliable. This affects both value-based
methods that directly choose the maximum action with
erroneous Q value and policy-based methods that update
the actor with an erroneous value prediction. We plot
the expected Q-values learned by CQL alongside the ac-
tual return-to-go in both failed and success scenarios in
Roundabout environment (Leurent, 2018) (Section 7.1)
when presented with OOC states in Figure 3. The grey
dashed line is the expected Q-values the model predicts
for in-distribution states.

One key observation can be made: Q function shows signs
of memorizing, which assigns similar Q values for both
training and OOC states.

Despite the problem of distribution shift being a central challenge for offline RL (Levine et al.,
2020), online methods also suffer from unseen states when zero-shot generalizing to unsupported
states. Traditionally distribution shifts are mitigated with a wider training state distribution under the
assumption that test time states are sampled from a distribution with different probability density but
same support. However, since new states with different object combinations are out of support of the
training environment, using a more exploratory online policy or collecting more training trajectories
for offline RL will not fundamentally solve this issue. We need a policy with better generalization to
unsupported states to achieve zero-shot generalization in this problem.

5 WHY DIFFUSION MODELS GENERALIZE BETTER

We first introduce diffusion model notations and then provide a proof sketch and experimental evi-
dence of why diffusion models can generalize to OOC states.

5.1 DIFFUSION MODELS

Diffusion models are among the most popular methods for density estimation. Ho et al. (2020) pro-
posed DDPM to model the data generation process with a forward and reverse process. In the for-
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ward process, noise is added to corrupt data xt iteratively for T timesteps towards a standard Gaus-
sian distribution. The target of diffusion modeling is to learn the reverse process pθ(xt−1|xt) :=
N (xt−1;µθ(xt, t),Σθ(xt, t)). This way, we can sample from the data distribution by first obtain-
ing a Gaussian noise xt and then iteratively sampling from pθ(xt−1|xt). With reparametrization
trick, we can train a model ϵθ to predict the noise ϵ at each timestep t, and gradually denoise using
update rule xt−1 = 1√

αt

(
xt − 1−αt√

1−ᾱt−σ2
t
ϵθ(xt, t)

)
+ σtϵt, where ϵt ∼ N (0, I) with variance

schedulers αt, ᾱt. Given the same pretained diffusion model, one can also perform DDIM sam-
pling (Song et al., 2020a) xt−1 =

√
αt−1

(
xt−

√
1−αtϵθ(xt,t)√

αt

)
+
√
1− αt−1ϵθ(xt, t) + σtϵt to

enable fast sampling.

Song et al. (2020b) formally established the connection between diffusion models and score-based
stochastic differential equations (SDE). Interestingly, they discovered that each diffusion process
has a corresponding probability flow ODE that shares the same intermediate marginal distributions
p(xt, t) for all t. The transformation between probability flow ODE and SDE can be easily achieved
by adjusting the random noise hyperparameter σ in DDIM sampling.

5.2 OOC GENERALIZATION IN DIFFUSION MODELS

We demonstrate that a well-trained diffusion model can naturally sample OOC states that satisfy
combinatorial support constraint 3.4 with non-zero probability at test time. The key idea is that
pseudo-random denoising trajectories can be constructed at inference time that yield OOC samples
with non-zero probability.

Since our states are formed by combinations of base elements (Definition 3.1), with well constructed
Z we can assume that the states lie on a lower dimensional manifoldM (representing combinations
of base elements) embedded in the high dimensional ambient state space. In some cases such as
maze navigation where the latent space is a linear subspace, we can even assume that the underlying
manifoldM is a linear manifold whose tangent space is isomorphic to itself. With these assump-
tions, we present the following corollary whose proof is shown in the appendix B.

Corollary 5.1. Suppose the states lie along a linear manifoldM in the state space S and the latent
space Z is well constructed so that Z is (affine) isomorphic toM. Then a diffusion model pθ that is
well trained on Ptrain can sample an OOC state with non-zero probability.

While the linear manifold assumption may not hold for more complex states, recent computer vi-
sion research provides evidence of the combinatorial generalization capabilities of diffusion models
in more complicated data spaces: Okawa et al. (2024) showed that given different concepts like
shape, color, and size in synthetic shape generation, conditional diffusion models demonstrate a
multiplicative emergence of combinatorial abilities where it will first learn how to generalize to con-
cepts closer to the training samples (i.e. only change one of color, shape, and size) and eventually
adopt full compositional generalization ability with enough training. Aithal et al. (2024) identifies
the phenomena where diffusion models generate samples out of the support of training distribution
through interpolating different complex modes on a data manifold. Kadkhodaie et al. (2023) demon-
strate generalization to unsupported data by showing two diffusion models trained on large enough
non-overlapping data converge to the same denoising function. In the next sections, we discuss how
to use diffusion models to handle this challenging problem and also provide empirical evidence in
decision-making tasks.

6 CONDITIONED PLANNING WITH DIFFUSION

6.1 DIFFUSION FOR IMAGINARY TRAJECTORY PREDICTION

We follow the same setup as in Janner et al. (2022) and learn a conditional diffusion model that
denoises (predicts) the future state-action pairs given the current state and the latent vector. This for-
mulation excels at OOC state generalization because the capability of the diffusion model to sample
OOC states enables it to generate a better world model prediction. Since future states of an OOC
state are almost always going to be another OOC state (same base element but different attributes),
the diffusion model is capable of generating reasonable future predictions and thus facilitating plan-
ning. This advantage is visually demonstrated in Figure 6.
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6.2 EXPERIMENT SETUP

Since each state corresponds to a latent vector, we will use the latent vector, which is oftentimes
the category of the base elements in the current state, as conditioning for diffusion models. This
information is extracted from observations and is equally accessible to all models. We let the cor-
respondence between observation, action, and latent vector (rendering function f ) be implicitly
learned by the model and incorporate a cross-attention layer after each residual block for Diffusion
Unet (Janner et al., 2022) to facilitate learning. The expert offline data is collected for behavior
cloning by fully trained PPO agents on each combination of the training environment and includes
only successful rollouts. Since expert trajectories are used for training, we model actions together
with states under the assumption that unseen states generated from new conditioning will correspond
to statistically reasonable actions. The first action in the generated trajectory is then used to step the
environment (Appendix D.5). Detailed architecture of the model can be found in Appendix D.3 and
the planning process is described in Algorithm 1.

7 EXPERIMENTS

The primary goal of our experiments is to answer the following questions: (1) (Wide applicability)
Does the state-space of different existing RL environments exhibit a compositional nature? (2)
(Advantages) What are some interesting features conditional diffusion models have that contribute
to their performance when generalizing to OOC states? (3) (Conditioning) Does conditioning help
with OOC generalization?

7.1 SINGLE-AGENT ENVIRONMENT

Environment HighwayEnv (Leurent, 2018) is a self-driving environment where the agent needs
to control a vehicle to navigate between traffic controlled by predefined rules. We specifically look at
the Roundabout environment with two types of traffic: cars and bicycles (Visualization in Appendix
D.7.1).

Figure 4: Total number of crashes and av-
erage reward for BC(MLP), PPO, CQL, and
diffusion model in the testing environment.

State in this environment is a composition of four envi-
ronment vehicles that are either cars or bicycles and the
ego agent, which is always a car. Environment obser-
vation contains observability, the locations and speed of
the ego and surrounding agent, and whether this agent
is a car or a bike (Conditioning). During training time,
the environment will only generate traffic of all cars or
all bicycles with equal probability. During test time, en-
vironments will generate a mixture of cars and bicycles
(detailed setup in Appendix D.8). Cars and bicycles have
different sizes, max speeds, and accelerations, leading to
different behavior patterns. This is an instance of gener-
alizing to OOC states with non-overlapping support.

Results The conditional diffusion model has almost
half the number of crashes and higher reward when zero-
shot generalizing to states with mixture traffic. Since we
train the diffusion model exclusively on successful PPO
trajectories, the training state distribution for diffusion is
much narrower compared to that of other online meth-
ods. This is particularly interesting since it is widely acknowledged that online models have better
generalization compared to offline models (Levine et al., 2020).

Takeaway 1: Conditional diffusion models, trained on an offline dataset with narrow state distribution with
full combinatorial generalization support, have better zero-shot generalization performance to OOC states
compared to online RL trained in the same environment.

7.2 MULTI-AGENT ENVIRONMENT

Environment The StarCraft Multi-Agent Challenge (SMAC/SMACv2) (Samvelyan et al., 2019;
Ellis et al., 2022) is a multi-agent collaborative game that takes several learning agents, each con-
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Figure 5: Relative improvement % compared to MAPPO on two SMACv2 scenarios: 3v3 and 5v5. Condi-
tional Diffusion show large improvements over the MAPPO baseline, specially in the hard scenario, where we
train on teams with the same unit type only but test on random team compositions.

trolling a single army unit, to defeat the enemy units controlled by the built-in heuristic AI. This
benchmark is particularly challenging for its diverse army unit behaviors and complex team com-
binations, which enable diverse strategies like focus fire and kiting enemies to emerge (Ellis et al.,
2024). Each agent’s observation includes health, shield, position, unit type (Conditioning) of its
own, visible teammates, and enemies.

We treat one agent as the ego agent, and consider its teammates and enemies as part of the environ-
ment. Then states can be naturally seen as compositions of the unit types in a particular playthrough.
We expect the ego agent to generate different policies when playing with or against different types of
units, and we aim to test OOC generalization by changing the unit composition in the environment.
Since we use a MAPPO (Yu et al., 2022) for data collection, we report the performance gain/loss
compared to MAPPO as shown in Figure 5. To treat the teammates and enemies of one particular
agent as environment and change their combination, we control one unit with a conditional diffusion
model and let MAPPO control the rest of its teammates.

Setup The unit types in this experiment are Protoss.Stalker, Protoss.Zealot, and Protoss.Colossus,
referred to as a, b, c respectively. We evaluate on two OOC scenarios: (1) (Simple: Different but
overlapping support): Train the model on randomly generated combinations (ABC) of all units and
test it where all the units on the team have same type (AAA), (2) (Hard: Non-overlapping support):
the opposite scenario, where we train on teams with only one unit type (AAA), but during test-time
we see any composition of these three units (ABC). More information about our setup could be
found in Appendix D.9.

Results MAPPO performance drastically dropped in the hard OOC scenario by 55.2% for 5v5
and 50% for 3v3. If we substitute one agent generated by MAPPO with conditional diffusion, the
success rate can be improved by 16.7% for 3v3 and 23.1% for 5v5 in hard OOC scenario as shown
in Figure 5. Detailed success rates are shown in Table 10 and Table 11.

Takeaway 2: Multi-agent RL, viewed from the perspective of a single ego agent, naturally requires combi-
natorial generalization to collaborate/compete with different agent types. Compositional complexity can be
found in a wide range of distinctly different real-world tasks like driving and multiagent decision-making

7.3 HOW DO CONDITIONAL DIFFUSION MODELS GENERALIZE TO OOC STATES?

To see how diffusion models generalize to OOC states, we render the states predicted by the diffusion
models given different conditionings with the same current state, as shown below in Figure 6.

We can see that conditionings determine the unit type of agent predicted by the diffusion model and
also their behavior pattern. Whereas the current state determines other attributes like initial location
and health. Different conditionings will lead to different strategies. The circle unit has attack range
1 and the square unit has attack range 6. For units with short attack ranges, the optimal strategy is
to approach their enemies before initiating an attack. Conversely, agents with large attack ranges
are advised to attack their enemies from a distance to ensure their own safety. Figure 6 shows that
if we condition on all circles, the diffusion model thinks players will form a cluster and if condition
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Figure 6: Rendering of future states predicted by the diffusion model given different conditionings. The
grey box is the current state. Blue backgrounds are conditional on all Squares (long attack range) and pink
backgrounds are conditioned on all circles (short attack range). Smaller sizes represent less shield and health.
More examples shown in Appendix D.9.6.

on all squares, it will predict the players to attack each other from a distance, aligning well with
the optimal policy. This demonstrates conditioned diffusion models’ ability to implicitly decompose
states to learn underlying compositions and capture multimodality of different unit behavior in the
training data. It also demonstrates its ability to perform state stitching to accurately predict the world
model.

Takeaway 3: Conditioned diffusion models show significant promise by effectively decomposing and captur-
ing modes of individual base elements and performing state stitching, which helps them to accurately predict
the world dynamics and generalize to OOC scenarios.

8 ABLATIONS

In this section, we ablate over our design choices to (1) show the necessity of using the inductive bias
of state latent vector as conditioning, (2) different model architectures to incorporate conditioning
information

8.1 NECESSITY OF COMBINATORIAL INDUCTIVE BIAS

We compare trajectories generated by the conditioned and unconditioned diffusion models in this
section to demonstrate the importance of using combinatorial latent information as conditioning.
In Maze2D (Fu et al., 2020), we formulate the navigation problem as a one-step generation process
where the diffusion model learns how to generate an entire valid trajectory without rolling out current
action and replan. Since there is only one planning step in this process, the generated trajectory can
be seen as the “state” in this setting, where unseen trajectories correspond to unseen states instead
of time-horizon trajectory stitching. The inductive bias we use is every training trajectory will
pass through three waypoints that equally slice the trajectory. In this case, the set of all waypoints
forms the base element set and their combination is the latent vector that determines the shape of a
generated maze trajectory. During training, we extract three points that equally slice the trajectory
and use them as conditioning. During test time, we specify a new combination of three waypoints
we want the generated trajectory to pass.

We see that the unconditioned diffusion model successfully generated a trajectory if the start and end
positions are in the training set (Figure 7b) but failed for unseen start and end points (Figure 7c). This
demonstrates that unconditioned diffusion struggles to approximate unseen distributions. However,
if conditioning on an unseen combination of the three waypoints, the conditioned diffusion model
can generate unseen trajectories that still satisfy constraints supported by the training dataset (Figure
7d), demonstrating the conditioned diffusion model’s ability to generalize to out-of-combination
conditioning.

8.2 MODEL ARCHITECTURE: ATTENTION VS CONCATENATION

We also ablate over different model architectures: (1) concatenating the latent vector z with diffu-
sion’s time embedding, (2) performing cross attention between z and output of each Unet residual
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(a) train traj
(b) ID

(Unconditioned)
(c) OOD

(Unconditioned)
(d) cfg=1.3

(Conditioned)

Figure 7: Trajectories generated in Maze2D for large maze. (a) Samples from the training set. (b) Trajec-
tories directly generated by the unconditioned diffusion model given in distribution start and end positions.
(c) Trajectories directly generated by the unconditioned diffusion model on unseen start and end positions. (d)
Trajectories directly generated by a conditioned diffusion model using 3 waypoints (black dots) as conditioning
with classifier-free guidance (cfg) weight 1.3. For results in medium maze please refer to Appendix D.6.1.

block (Architecture in Figure 10). Figure 8 shows our result: in general conditioned diffusion mod-
els outperform unconditioned ones and attention outperforms concatenation in 3 out of 4 cases.

Figure 8: Improvement percentage over MAPPO for different types of conditioning in SMACv2.

Ablation Takeaway: Conditioned diffusion models, provided with information about the new composition
of state, can generate better trajectories than unconditioned diffusion models. Also, cross-attention with the
condition vector outperforms simply concatenating it with the time-embedding in most cases.

9 CONCLUSIONS

Despite the success of traditional RL models in decision-making tasks, they still struggle to gener-
alize to unseen state inputs. Most existing work focuses on RL generalization under the assumption
that generalization to a different probability density function with the same support or allows un-
seen base elements but also introduces other potentially unrealistic assumptions. However, we take
it further and study the problem of generalization to out-of-support states, out of combination in
particular, hoping the model can exploit the compositional nature of our world. We showed how this
task is challenging for value-based RL and also how conditioned diffusion models can generalize
to unsupported samples. We compare the models in different environments with detailed ablation
and analysis, demonstrating how each of these classic environments can be formulated as a state
combinatorial problem.

However, one limitation of our setup is we model combinatorial generalization in state space as
a combination of base elements, which is valid for many real-world applications where complexity
stems from exponentially many combinations but does not cover all cases. Oftentimes the distinction
between different objects can be blurry (e.g. would a motorbike be a bike). Additionally, the model
has difficulty with zero-shot generalization to unseen base objects. Another constraint is efficiency,
as planning with diffusion models in stochastic environments requires denoising a trajectory at each
planning step, which can be computationally intensive.
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10 ETHICS STATEMENT

Developing data-driven decision-making models carries the risk of generating inappropriate or
harmful actions. This work presents a conditioned model that can be manipulated through care-
fully forged conditioning, potentially leading to malicious actions.

11 REPRODUCIBILITY

Please refer to Section D.3 for detailed model architecture. Pseudocode can be found in Section
D.5. For Maze2D, hyperparameters for training conditioned diffusion model can be found in Sec-
tion D.6.2. For the Roundabout environment, environment parameters (Section D.7.2), dataset detail
(Section D.7.3), baseline details (Section D.8.1), hyperparameters for training conditioned diffu-
sion model (Section D.8.1), and models sizes (Section D.8.2) can be found in appendix D.7. For
SMACv2 environment, baseline and data collecting policy (Section D.9.1), hyperparameters for
training conditioned diffusion model (Section D.9.1), dataset distribution (Section D.9.2), and de-
tailed success rates (Section D.9.3) can be found in appendix (Section D.9). Model runtime and
memory can be found in Section D.10.
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A RELATED WORK

Meta RL Meta RL is often seen as the problem of “learning to learn”, where agents are trained on
several environments sampled from a task distribution during meta-training and tested on environ-
ments sampled from the same distribution during meta-testing (Yu et al., 2020; Finn et al., 2017).
In the K-shot meta-RL setting, the model can interact with the testing environment K times during
meta-testing time to update the model using reward (Finn et al., 2017; Mitchell et al., 2021; Li et al.,
2020; Rakelly et al., 2019). Our setting is different from Meta-RL as the training and testing envi-
ronments are sampled from different distributions and conditioning is provided while restricting K
to zero.

Attached below is a review of RL environments for generalization.

A.1 GENERALIZATION IN RL

Environments Most RL environments that test model generalization can be grouped into differ-
ent reward functions (Rajeswaran et al., 2017; Zhang et al., 2018; Rakelly et al., 2019; Finn et al.,
2017) or transition functions (Dennis et al., 2020; Machado et al., 2018; Packer et al., 2018; Zhang
et al., 2018), goals or tasks (Finn et al., 2017; Yu et al., 2020), states (Nichol et al., 2018; Cobbe
et al., 2019; Juliani et al., 2019; Küttler et al., 2020; Grigsby & Qi, 2020; Hansen et al., 2021;
Mees et al., 2022; Cobbe et al., 2020). For environments with different state distributions, random-
ization (Grigsby & Qi, 2020) and procedural generation (Nichol et al., 2018; Küttler et al., 2020;
Cobbe et al., 2020) are widely used to generate new states. Some vision-based environments (Juliani
et al., 2019; Hansen et al., 2021; Mees et al., 2022) also use different rendering themes or layouts
to generate unseen observations, more targeting sim2real problems. For robotics benchmarks like
Metaworld (Yu et al., 2020) and RLbench (James et al., 2020), how much structure is shared between
tasks like open a door and open a drawer is ambiguous (Ahmed et al., 2020). Also, benchmarks like
Franka Kitchen (Gupta et al., 2019) focus on composing tasks at time horizons, requiring the model
to concatenate trajectories corresponding to different subtasks. However, despite the large volume of
generalization benchmarks, there is no benchmark designed for state combinatorial generalization
to our best knowledge.
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B PROOF OF COROLLARY 5.1

Corollary B.1 (Corollary 5.1). Suppose the states lie along a linear manifoldM in the state space
S and the latent space Z is well constructed so that Z is (affine) isomorphic toM. Let s be a state
in the training set with corresponding latent vector z and s′ be an OOC state with corresponding
latent vector z′. Then a diffusion model pθ that is well trained on Ptrain can sample s′ with non-zero
probability.

Proof. We prove Corollary 5.1 by construction. SupposeM is a d-dimensional linear manifold and
S ⊂ Rk, then we note that bothM and Z are affine isomorphic to Rd. Therefore, with necessary
shifting, we can have z′ = z + y where y ∈ Z. Let v be the corresponding vector of y inM.

Now let’s perform DDIM inversion on a training sample s to obtain the SDE trajectory {st}. Let γt
be the angle between ϵθ(st, t) andM, there exist a set of vectors vt such that v =

∑
t sin(γt)σtvt

and vt perpendicular to ϵθ(st, t). Then by construction and with necessary shifting, the trajectory
s′t = st + vt is a valid diffusion denoising trajectory (with vt acting as the “random” vector ϵt
sampled at each time step). This trajectory will yield s′ as the final state with non-zero probability
because each intermediate Gaussian distribution pθ(st−1|st) = N (st−1;µθ(st, t),Σθ(st, t)) is
defined on the entire ambient space. By Stanczuk et al. (2022) we know that γt → π/2 as t → 0,
therefore v can be a non-zero vector. Hence, there exists a v ∈M such that the sampling probability
of s′ = s+ v from diffusion model pθ is non-zero.

While we have proven non-zero probability above, one can easily spot that, the probability can
become extremely close to zero if the OOC sample is very far away from all training examples due to
the intermediate Gaussian distributions. This corresponds to generalizing to the out-of-distribution
samples with unseen base elements (the gray area in Figure 1). One can mitigate this problem
by increasing the coverage of the support of the training space, which is also a common method
in traditional RL to mitigate the problem of generalization to unseen base elements. Applying
other post-training sampling techniques like repainting (Lugmayr et al., 2022) can also allow extra
Langevin steps when t is large.
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C ADDITIONAL VISUALIZATION OF VALUE FUNCTION OF PPO

We include here the value prediction of PPO for in-distribution and OOC states to demonstrate that
OOC states are also a problem for online methods.

Figure 9: Value prediction of PPO and actual return-to-go (RTG) in unsupported states in Roundabout envi-
ronment
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D EXPERIMENT DETAILS

D.1 HARDWARE AND PLATFORM

Experiments are run on a single NVIDIA RTX A6000 GPUs, with all code implemented in PyTorch.

D.2 STATISTICS

All mean value is obtained by running with three different seeds and calculated with numpy.mean().
All error bar is obtained by numpy.std().

D.3 MODEL ARCHITECTURE

The backbone for Unet is based on Janner et al. (2022). We add cross-attention blocks after each
residual block, except for the bottleneck layers. Inputs to the cross-attention blocks are the condi-
tioning embedding and output of the residual block. To ensure local consistency of trajectory, we
used 1D convolution along the horizon dimension. To keep the number of parameters for cross at-
tention and the original Unet relatively balanced, we also used 1D convolution as the mapping from
input to key, query, and value. Detailed model architecture is shown below in Figure 10.

Figure 10: Model architecture.

The number of down-sampling/up-sampling and feature channel sizes is different for each experi-
ment. Detailed parameters can be found in the section for each experiment.
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D.4 TRAJECTORY FORMULATION

The trajectory τ ∈ Rd is represented by concatenating the state su ∈ RdS and the action au ∈ RdA

at planning time step u and then horizontally stacking them for all time steps. For example, a

trajectory with planning horizon h can be written as τ =

[
s1 s2 . . . sh

a1 a2 . . . ah

]
.

D.5 PSEUDO-CODE

Pseudo-code for planning with conditional diffusion model is shown below in Algorithm 1.

Algorithm 1 Planning with Attention-based Composition Conditioned Diffusion Model

Input: Diffusion model ϵθ, compositional elements extractor r, learnable embedding function
h, classifier-free guidance scale λ, state dimentionality dS , initial observation o, environment
simulator env
while not done do

Initialize τ t ∼ N (0, I)
c← r(o) ▷ Extract observed compositional information
z ← h(c) ▷ Obtain element embedding
for t← T, ...1 do

τ t[: dS , 0]←
√
ᾱto+

√
1− ᾱtϵ, where ϵ ∼ N (0, I) ▷ Replace the first observed

state with noised o
ϵ̃t = (1 + λ)ϵθ(st, z, t)− λϵθ(st, t) ▷ Classifier free guidance
τ t−1 = 1√

αt

(
τ t − 1−αt√

1−ᾱt
ϵ̃t

)
+ σtϵt, where ϵt ∼ N (0, I)

end for
a← τ0[dS :, 0] ▷ Extract action
o← env.step(a)

end while

D.6 MAZE2D

D.6.1 EXTRA RESULTS

(a) train traj
(b) ID

(Unconditioned)
(c) OOD

(Unconditioned)
(d) cfg=1.3

(Conditioned)

Figure 11: Trajectories generated in Maze2D for medium maze. (a) are samples from the training
set. (b) are trajectories generated by the unconditioned diffusion model given in distribution start
and end positions. (c) are generated by the unconditioned diffusion model on unseen start and end
positions. (d) are generated by a conditioned diffusion model using 3 waypoints (black dots) as
conditioning with classifier-free guidance (cfg) weight 1.3.

D.6.2 EXPERIMENT DETAILS

We followed the setup used in Janner et al. (2022). The hyperparameters shared for large and
medium mazes are shown below in Table 1. Large maze use a planning horizon of 384 and medium
maze use a planning horizon of 256. Conditioning is passed through a positional embedding layer
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first to map each dimension of the waypoint (x, y, vx, vy) to a higher dimension of 21 and concate-
nate them to form a vector of size (1, 21 ∗ 4). Three waypoints are then stacked together to form a
matrix of size (3, 21 ∗ 4) and passed into the cross-attention layer. In our experiment, directly using
the waypoints as conditioning was unsuccessful.

Parameter Value
number of diffusion steps 256
action weight 1
dimension multipliers (1, 4, 8)
classifier free guidance drop conditioning probability 0.1
steps per epoch 10000
loss type l2
train steps 2e6
batch size 32
learning rate 2e-4
gradient accumulate every 2
ema decay 0.995

Table 1: Training parameter for diffusion model in Maze2D
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D.7 ROUNDABOUT

D.7.1 ENVIRONMENT

The training environment consists of all cars or all bicycles and the testing environment is a mixture
of traffic (Figure 12).

(a) train env 1 (cars) (b) train env 2 (bikes)

(c) test env 1 (d) test env 2

Figure 12: Training and testing environments for Roundabout. The green vehicle is the ego agent
and the blue ones are controlled by the environment. The large blue box represents a car and the
small blue box represents a bicycle.

D.7.2 ENVIRONMENT PARAMETERS

We changed the parameters to create a different type of traffic in the roundabout as shown below in
Table 4. Also, since bicycles have slower speeds, we change the initialization position so that each
environment vehicle can interact with the ego vehicle.

Parameter Car Bicycle
length 5.0 2.0
width 2.0 1.0
speed [23, 25] 4
max acceleration 6.0 2.0
comfort max acceleration 3.0 1.0

Table 2: Parameters for car and bicycles in Roundabout environment
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D.7.3 DATASET

In order to collect expert trajectories, we train two PPO models separately on the environment with
all cars and all bicycles. We then collect 320000 successful trajectories in the training environment.
All trajectories have a unified length of 12.

D.8 SETUP FOR ROUNDABOUT ENVIRONMENT

Here we describe how the Roundabout task in this paper conforms to our problem de-
scription. In this setting our base object set is E = {car, bicycle, null} where null
means an object is non-visible. Since the maximum number of objects in the round-
about is five and we fix the ego agent to be a car, support for the training observation is
{(car (ego agent), car, car, car, car), (car (ego agent), bicycle, bicycle, bicycle, bicycle)} and for the
testing observation is {(car (ego agent), bicycle, bicycle, car, car)} assuming no ordering and when
the state is fully observable. Since the supports for training and testing are non-overlapping under
full observability, they will remain non-overlapping even when some traffic objects are out of sight,
unless the ego agent is the only object present in the environment.

D.8.1 EXPERIMENT DETAILS

We use stable baseline3 Raffin et al. (2021) as the implementation for PPO. The parameter is the
default parameter used in the Highway environment Leurent (2018). We increased total timesteps
because the environment now has two modalities (all cars and all bicycles) and we observed that
PPO takes longer to converge. Detailed parameters for PPO and diffusion are shown below in Table
3 and Table 4.

Parameter Value
policy MlpPolicy
batch size 64
n steps 768
n epochs 10
learning rate 5e-4
gamma 0.8
total timesteps 2e5

Table 3: Training parameter for PPO

Parameter Value
planning horizon 8
number of diffusion steps 80
action weight 10
dimension multipliers (1, 4, 8)
conditioning embedding size 20
classifier free guidance drop conditioning probability 0.1
classifier free guidance weight 1.0
steps per epoch 10000
loss type l2
train steps 1e4
batch size 32
learning rate 2e-4
gradient accumulate every 2
ema decay 0.995

Table 4: Training parameter for diffusion model in Roundabout
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D.8.2 MODEL SIZE

We include the model size for different algorithms below in Table 5. To eliminate the concern for
performance gain due to model size, we include the performance of a large BC model and PPO that
has roughly the same number of parameters as the conditioned diffusion model.

BC PPO Diffusion Large BC Large PPO
Model size 0.30 MB 0.60 MB 54.19 MB 55.65 MB 111.29MB (Policy:55.64+Value:55.64)

Number of parameters 75013 148998 13546370 13912325 27823622 (Policy:13911040 + Value:13911040)
OOD reward 7.50 (0.03) 8.19 (0.16) 8.81 (0.2) 7.71 (0.3) 8.43 (0.19)
OOD crashes 37.7 (0.5) 36.0 (5.7) 20.0 (2.5) 37.3 (4.0) 31.67 (1.89)

Table 5: Model size, number of parameters, and performance for different models.

D.8.3 RELIABLE CONDITIONING

We demonstrate the importance of having reliable information of base element composition, we
compare the performance of the conditioned diffusion model given random and ground truth condi-
tionings.

Ground Truth Random
Number of Crashes 19.67 (2.49) 24.33 (0.47)

Reward 8.81(0.2) 8.1 (0.09)

Table 6: Performance of conditioned diffusion model given ground truth and random conditionings.
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D.9 STARCRAFT

D.9.1 EXPERIMENT DETAILS

We use the codebase OpenRL Huang et al. (2023) for the implementation of MAPPO. Detailed
parameters for MAPPO can be found in Table 7.

Parameter Value
learning rate actor 5e-4
learning rate critic 1e-3
data chunk length 8
env num 8
episode length 400
PPO epoch 5
actor train interval step 1
use recurrent policy True
use adv normalize True
use value active masks False
use linear LR decay True

Table 7: MAPPO hyper-parameters used for SMACv2. We utilize the hyperparameters used in
SMACv2 Ellis et al. (2022).

Detailed parameters for training a conditioned diffusion model for 5v5 are shown below in Table 8
and 3v3 in Table 9.

Parameter Value
planning horizon 40
number of diffusion steps 256
action weight 1
dimension multipliers (1, 4, 8)
conditioning embedding size 40
classifier free guidance drop conditioning probability 0.1
classifier free guidance weight [0.7, 1.0, 1.3, 1.5]
steps per epoch 10000
loss type l2
train steps 2e6
batch size 32
learning rate 2e-4
gradient accumulate every 2
ema decay 0.995

Table 8: Training parameter for diffusion model in StarCraft for 5v5

25



1350
1351
1352
1353
1354
1355
1356
1357
1358
1359
1360
1361
1362
1363
1364
1365
1366
1367
1368
1369
1370
1371
1372
1373
1374
1375
1376
1377
1378
1379
1380
1381
1382
1383
1384
1385
1386
1387
1388
1389
1390
1391
1392
1393
1394
1395
1396
1397
1398
1399
1400
1401
1402
1403

Under review as a conference paper at ICLR 2025

Parameter Value
planning horizon 32
number of diffusion steps 256
action weight 1
dimension multipliers (1, 4, 8)
conditioning embedding size 40
classifier free guidance drop conditioning probability 0.1
classifier free guidance weight [0.7, 1.0, 1.3, 1.5]
steps per epoch 10000
loss type l2
train steps 2e6
batch size 32
learning rate 2e-4
gradient accumulate every 2
ema decay 0.995

Table 9: Training parameter for diffusion model in StarCraft for 3v3

D.9.2 DATASET INITIAL STATE DISTRIBUTION

The probability of generating each unit type in SMACv2 is imbalanced. Specifically, the probability
for Stalker, Zealot, and Colossus is 0.45, 0.45, and 0.1 respectively. The initial state distribution
of training trajectories collected by MAPPO for random combination is shown below in Figure 13a
and 13b. Since we only keep the successful trajectories and use them as expert data, the distribution
depends on the generation probability and MAPPO success rate for different team combinations.
A total number of 240000 trajectories were used to train the diffusion model. Since diffusion is
trained on local observations and actions of all MAPPO actors, the total number of training samples
is 5*240000 for 5v5 and 3*240000 for 3v3.

(a) Distribution of initial state for 3v3 simple scenario (b) Distribution of initial state for 5v5 simple scenario
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D.9.3 DETAILED RESULTS ON SMACV2

Table 10 and 11 show the detailed performance of different algorithms in the 3v3 and 5v5 scenarios,
respectively.

Env: 3v3
RL Imitation Learning

2 PPO + 1 Rand 3 PPO BC 2 PPO + 1 Diffusion

ABC → ABC (ID) 0.18 (0.01) 0.58 (0.02) 0.58 (0.07) 0.59 (0.04)
ABC → AAA (Simple) 0.07 (0.03) 0.52 (0.03) 0.56 (0.02)) 0.59 (0.02)
AAA→ AAA (ID) 0.09 (0.04) 0.63 (0.02) 0.6 (0.02) 0.61 (0.05)
AAA→ ABC (Hard) 0.11 (0.02) 0.42 (0.02) 0.4 (0.06) 0.49(0.02)

Table 10: Success rate of each agent in 100 rounds. The first two rows correspond to the simple
setting of generalization to states with different support and the last two rows correspond to non-
overlapping support. Numbers in the parenthesis represent the standard error over 3 seeds. The best
performing method is labeled bold. The 2 PPO + 1 Rand column shows the effect of replacing one
PPO trained agent with a random agent as a baseline for comparison against the 2 PPO + 1 Diffusion
case.

Env: 5v5
RL Imitation Learning

4 PPO + 1 Rand 5 PPO BC 4 PPO + 1 Diffusion

ABC → ABC (ID) 0.22 (0.04) 0.64 (0.05) 0.56 (0.05) 0.66 (0.01)
ABC → AAA (Simple) 0.11 (0.03) 0.54 (0.04) 0.52 (0.05) 0.56 (0.02)
AAA→ AAA (ID) 0.14 (0.02) 0.58 (0.04) 0.54 (0.04) 0.55 (0.03)
AAA→ ABC (Hard) 0.11 (0.02) 0.26 (0.05) 0.28 (0.04) 0.32 (0.04)

Table 11: Success rate of each agent in 100 rounds. The first two rows correspond to the simple
setting of generalization to states with different support and the last two rows correspond to non-
overlapping support. Numbers in the parenthesis represent the standard error over 3 seeds. The best
performing method is labeled bold. The 4 PPO + 1 Rand column shows the effect of replacing one
PPO trained agent with a random agent as a baseline for comparison against the 4 PPO + 1 Diffusion
case.

D.9.4 DETAILED RESULTS FOR ABLATION

The ablation result for 3v3 and 5v5 scenarios are shown below in Table 12 and Table 13. The
first column is the success rate without conditioning (No Cond). The second column represents
concatenating the conditioning with time embedding (Concat). The last column represents passing
conditioning as another input beside the trajectory to the cross-attention block (Attn).

Table 12: Ablation for Diffusion on 3v3

Env 3v3
2 PPO + 1 Diffusion

No Cond Concat Attn

ABC → ABC (ID) 0.55±0.03 0.59±0.04 0.59±0.05
ABC → AAA (Simple) 0.5±0.06 0.59±0.02 0.59±0.02

AAA→ AAA (ID) 0.4±0.03 0.64±0.03 0.61±0.05
AAA→ ABC (Hard) 0.28±0.03 0.44±0.05 0.49±0.02

D.9.5 2V2

The success rates for StarCraft 2v2 are shown below in Table 14. We can see that out-of-combination
cases did not cause the performance to drop drastically for MAPPO. This is because the number of
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Table 13: Ablation for Diffusion on 5v5

Env 5v5
4PPO + 1 Diffusion

No Cond Concat Attn

ABC → ABC (ID) 0.53±0.04 0.59±0.03 0.66±0.01
ABC → AAA (Simple) 0.50±0.03 0.50±0.01 0.56±0.02

AAA→ AAA (ID) 0.47±0.08 0.55±0.03 0.58±0.04
AAA→ ABC (Hard) 0.27±0.03 0.32±0.04 0.30±0.04

combinations in 2v2 is very limited (e.g. aa, bb, ab), and if one agent dies, MAPPO has encountered
scenarios of playing with each unit type individually, therefore falling back to in distribution state
again. This scenario also exists for 5v5 and 3v3 but only at the end of each game when only one
agent is left.

Table 14: SMAC II success rate for 2v2

Env
BC MAPPO Diffusion

BC 1 PPO + 1 Rand 5 PPO No Cond Concat Attn

ABC → ABC (ID) 0.54±0.02 0.06±0.02 0.62±0.05 0.43±0.04 0.56±0.03 0.57±0.067
ABC → AAA (Simple) 0.47±0.02 0.02±0.01 0.57±0.02 0.44±0.02 0.55±0.06 0.49±0.06

AAA→ AAA (ID) 0.57±0.01 0.01±0.01 0.64±0 0.38±0.02 0.63±0.04 0.63±0.02
AAA→ ABC (Hard) 0.4±0.03 0.04±0.02 0.44±0.02 0.29±0.02 0.43±0.08 0.41±0.06

D.9.6 MORE RENDERING OF STATES PREDICTED BY THE DIFFUSION MODEL

More rendering of the future states predicted by the diffusion model is shown in Figure 14.

Figure 14: Rendering of future states predicted by the diffusion model given different conditionings.
The grey box is the initial state. Yellow boxes are conditioned on the type of unit in the initial state.
Green boxes are conditioned on all Triangles. Smaller sizes represent less shield or health.
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D.10 MODEL RUNTIME AND GPU MEMORY

We include the training time and GPU memory used for the conditioned diffusion model below in
Table 15 and 16.

Training Time Roundabout SMACv2 2v2 SMACv2 3v3 SMACv2 5v5
PPO 0.5h 9h 9h 9h

Diffusion 1h 48h 70h 98h

Table 15: Training time for PPO and conditioned diffusion model in different environments.

GPU Memory Roundabout SMACv2 2v2 SMACv2 3v3 SMACv2 5v5
Diffusion 542 MiB 1004 MiB 2892 MiB 4096 MiB

Table 16: GPU Memory for training conditioned diffusion model in different environments.
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D.11 PARAMETER COMPARISON WITH CONCATENATION OR ATTENTION

We demonstrate the number of parameters in attention-based conditioning and concatenation-based
conditioning to eliminate the concern regarding performance gain due to more parameters. Attention
or concatenation has roughly the same number of parameters as the attention module is convolutional
layers and concatenation increases the parameters of conditioning layer.

Attention Concatenation
Model size 617.06 MB 619.64 MB
Parameters 154264085 154911187

Table 17: Number of parameters in attention-based conditioning and concatenation-based condi-
tioning.
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D.12 SUBSTITUTING MORE MAPPO AGENTS WITH DIFFUSION AGENTS

Figure 15: Success rate vs number of
agents in SMACv2 5v5 hard scenario that
are replaced with diffusion agents. Replac-
ing more than one MAPPO agent with diffu-
sion agents hurts performance.

We would like to ask the question of what about replacing
more than one MAPPO agent with diffusion model. Fig-
ure 15 shows that the number of diffusion models does
not have a positive correlation with the success rate. This
is because MAPPO can learn a collaborative policy be-
tween actors and simply adding more ego-centric diffu-
sion models will break the coordination between actions.
Also, since the diffusion model is trained to play with all
PPOs teammates, replacing other PPO actions with ac-
tions generated by diffusion models will cause a distribu-
tion shift that is hard to quantify.
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