
APPENDIX

A BROADER IMPACT

The study of skeleton-based human action recognition is of great practical significance. It is not
only computationally more efficient to use skeletons instead of raw videos, but it also resolves the
special concern for privacy in the applications of human action recognition. For example, our model
can be deployed for violence detection, at the same time keeping the crowds’ identities anonymous.

B REPRODUCIBILITY - EXPERIMENT DETAILS

In order to ensure reproducibility, we provide all training hyperparameters for our method for all
datasets in the following.

All experiments are conducted on a single Tesla V100 GPU with the PyTorch deep learning frame-
work. A total number of 110 epochs is chosen for all the experiments and the warmup method in He
et al. (2016) is adopted in the first 5 epochs for a more stable training process. We train the model
using Stochastic Gradient Descent (SGD) with Nesterov momentum (0.9) and weight decay (0.0004
for NTU RGB+D and NTU RGB+D 120, 0.0001 for Northwestern-UCLA) for optimization. We
apply cross-entropy loss as the objective function. The learning rate is initialized to 0.1 for NTU
RGB+D and NTU RGB+D 120 and is reduced by a factor of 10 at epoch 90 and 100, following
InfoGCN Chi et al. (2022). For Northwestern-UCLA, we adopt a smaller learning rate of 0.05 and
the same decay schedule. For NTU RGB+D and NTU RGB+D 120, the batch size is set to 64, each
sample is resized to 64 frames, and we follow the data pre-processing in Zhang et al. (2020). For
Northwestern-UCLA, we use a batch size of 16, and adopt the data pre-processing as in Cheng et al.
(2020); Chen et al. (2021). Our code is based on the official implementation of Chen et al. (2021)
and Zhang et al. (2020) and will be fully released upon acceptance.

We show in Tab. 1 the default hyperparameters for training our ToANet on NTU RGB+D, NTU
RGB+D 120 and Northwestern-UCLA.

Config. NTU RGB+D and NTU RGB+D 120 Northwestern-UCLA
random choose False True
random rotation True False
window size 64 52
weight decay 4e-4 1e-4
base lr 0.1 0.05
lr decay rate 0.1 0.1
lr decay epoch 90, 100 90, 100
warm up epoch 5 5
batch size 64 16
num. epochs 110 110
optimizer Nesterov Accelerated Gradient Nesterov Accelerated Gradient

Table 1: Default hyperparameters for our ToANet on NTU RGB+D, NTU RGB+D 120 and
Northwestern-UCLA.

C MORE EXPERIMENT RESULTS

We also provide the experiment results for each modality on different benchmarks in detail, see
Tab. 2 and Tab. 3.
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Modality NTU-RGB+D 120 NTU-RGB+D
X-Sub(%) X-Set(%) X-Sub(%) X-View(%)

Joint 85.7 87.3 90.2 94.6
Bone 86.6 88.6 90.4 95.6
Motion 82.7 84.2 88.2 92.9
Bone Motion 82.6 84.1 88.1 92.5

Table 2: Classification accuracy of our ToANet using different modalities on the NTU RGB+D and
NTU RGB+D 120 dataset.

Modality Northwestern-UCLA (%)

Joint 93.3
Bone 92.0
Motion 92.0
Bone Motion 90.3

Table 3: Classification accuracy of our ToANet using different modalities on the Northwestern-
UCLA dataset.
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