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1 DATASET STATISTIC
To facilitate a comprehensive evaluation of OV-AVSS, we partition
a novel dataset called AVSBench-OV, derived from AVSBench-
Semantic [2]. AVSBench-Semantic encompasses 70 categories, in-
corporating both single and multiple sound source scenarios. Each
video within AVSBench-Semantic is truncated to either 5 or 10 sec-
onds in duration, with one frame extracted per second. Following
the partitions in LVIS [1], we split the categories within AVSBench-
OV into 40 base categories representing those seen during training
and inherited from frequent and common categories, and 30 novel
(unseen and unheard) categories disjoint from the base categories.
To ensure consistency, we eliminated sample videos from the train-
ing subset whenever a novel category appeared in annotations,
thereby restricting the training data exclusively to base categories.

As illustrated in Fig. 1, we show the category names in the
training set along with the video numbers for each category. We re-
serve 5,184 videos with 40,095 frames from the AVSBench-Semantic
dataset and videos comprising across 40 base categories. We also
display the statistics of the testing set in Fig. 2. There are 1,490
videos consisting of 40 base categories and 30 novel categories.

2 TEXT PROMPTS
Since the open-vocabulary classification model is trained on full
sentences, we feed the category names into a prompt template
first, and use an ensemble of various prompts. Our list of prompt
templates is shown below:

“a photo of a .”
“This is a photo of a ”
“There is a in the scene”
“There is the in the scene”
“a photo of a in the scene”
“a photo of a small ”
“a photo of a medium .”
“a photo of a large .”
“This is a photo of a small .”
“This is a photo of a medium .”
“This is a photo of a large .”
“There is a small in the scene.”
“There is a medium in the scene.”
“There is a large in the scene.”
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Figure 1: Statistics of the training set of AVSBench-OV, which consists of 40 base categories.

Figure 2: Statistics of the testing set of AVSBench-OV, which consists of 40 base categories and 30 novvel categories.
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