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Abstract001

This pdf explain the revisions made to the paper002
"KnowDomain: Self Knowledge Generative003
Prompting for Large Language Models in Zero-004
Shot Domain-Specific QA"005

1 Summary006

This paper is the updated version of a previous007

submission to the EMNLP 2025 Main Conference.008

Based on the reviewer’s feedback, we have care-009

fully updated the paper to address all major con-010

cerns, with the goal of improving clarity, complete-011

ness, and reproducibility.012

Dataset and Methodological Clarifications:013

We have also included the medical domain datasets014

used in the paper along with previously submitted015

Plant Pathology dataset. The clarifications on key-016

word filtering is added and knowledge generation017

procedures and w. We have updated the appendix018

section of Prompts and Examples with the exam-019

ples of generated data and are now clearly outlined020

in Table 15 and sections 3 and 4.021

Justification for Model Choices: The choice022

of LLaMA models for knowledge generation was023

guided by the availability of domain-adapted vari-024

ants such as BioLLaMA and MedLLaMA, which025

are based on LLaMA. However, our method re-026

mains model-agnostic and does not require LLaMA027

specifically. This has been clarified in Section 2.3.028

Prompt Design and Performance Analysis:029

We have strengthened the explanation of our030

prompting strategy, including the role of differ-031

ent knowledge sources (e.g., keyword definitions,032

notes, similar questions). Table 3 and Figure 2033

are now discussed with additional insight to show034

how concise or noisy knowledge affects perfor-035

mance. We acknowledge the cases where simpler036

prompts perform well and contextualize why com-037

plex prompts (e.g., KD-NQ) still provide value,038

especially in challenging domains.039

On Agentic Models and Broader Frame- 040

works: While we acknowledge the relevance 041

of agent-based approaches and deep-research 042

paradigms, our work focuses specifically on 043

domain-specific QA under a strict constraint of not 044

using any external knowledge source or retriever 045

module. We emphasise minimal prompting as a 046

practical and lightweight alternative, and we now 047

clarify this positioning in the Introduction and Re- 048

lated Work sections. 049

Reproducibility and Resources: We have clar- 050

ified all hyperparameters, generation steps, and 051

inference details in the paper. The PlantPatholo- 052

gyQA dataset and the medicalQA dataset is submit- 053

ted alongside the paper. We have also submitted 054

the full code in this review cycle. 055

Presentation Improvements: We have revised 056

all tables (e.g., Tables 1, 3, and 6) to improve clarity, 057

fixed formatting issues (e.g., row alignment), and 058

added captions and footnotes to aid understanding. 059

Conclusion: We believe our revised paper offers 060

a more complete, transparent, and compelling case 061

for leveraging minimal prompt-based techniques 062

to adapt general-domain LLMs to domain-specific 063

QA tasks in a zero-shot setting. We again thank 064

the reviewers for their valuable input, which has 065

helped us significantly strengthen the work. 066

2 Metareview 067

This paper address the problem of LLMs provid- 068

ing inaccurate or generic answers for questions 069

in specialized fields like medicine or plant pathol- 070

ogy. The authors propose KnowDomain (KD), a 071

prompting technique designed to force an LLM to 072

generate its own domain-specific knowledge before 073

answering a question. The process works in two 074

steps: 1) for a given user question, the LLM first 075

generates relevant keywords, definitions, and a list 076

of similar question-answer pairs; 2) this generated 077

text is then bundled with the original question into 078
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a new, much larger prompt, which is fed back into079

the LLM to get the final answer. The authors eval-080

uate this on models like Llama and Qwen across081

four datasets, including their own new PlantQA082

dataset, and find it improves accuracy over sim-083

pler prompting methods. Summary Of Reasons To084

Publish:085

1. S1. Importance: This paper directly investi-086

gates a practical and significant limitation of087

current LLMs whose unreliability in special-088

ized domains. The proposed self-knowledge089

generation method is a clever approach to im-090

proving domain-awareness without needing091

external databases or model retraining.092

2. S2. Evaluation: The authors tested across093

multiple model families (Llama, Qwen) and094

sizes (7B to 70B), compared against a strong095

suite of prompting baselines (e.g., Chain-of-096

Thought, EchoPrompt), and performed de-097

tailed ablations. This comprehensive evalu-098

ation shows the method consistently outper-099

forms baselines by a solid margin (4-10100

3. S3. Ablation: The analysis comparing the101

full KD method to its KD-NQ variant (which102

omits keyword definitions) provides a crucial103

insight: simply adding more information is104

not always better, highlighting the type and105

relevance of the generated knowledge.106

1. W1. Term Misleading: The current "zero-107

shot" is misleading and was challenged by108

all reviewers. The multi-step knowledge gen-109

eration stage is different from the standard110

single-pass zero-shot prompt.111

2. W2. Reproducibility: The paper currently112

lacks sufficient detail to reproduce the work.113

Some algorithm descriptions like keyword ex-114

traction, filtering, and the similar question gen-115

eration are unclear. And code is not avaliable116

during the review stage.117

3. W3. Ablation and Analysis: Some qualita-118

tive examples of the intermediate outputs are119

not included in paper, such as generated key-120

words, notes, and QA pairs. So it is hard to121

tell whether the improvement come from the122

intermediate outputs. In addition, the KD-NQ123

variant sometimes outperforms the full KD124

method, which is interesting but not fully ex-125

plored. Since the compute time for knowledge126

generation cannot be ignored. This trade-off 127

between accuracy and efficiency should be 128

discussed and analyzed in the main paper by 129

setting different budgets. 130

Summary Of Suggested Revisions: 131

1. We respectfully clarify that our use of the term 132

“zero-shot” aligned with its broader definition 133

in the literature—as a setting where the model 134

is applied to new tasks or domains without 135

task-specific training or fine-tuning. As our 136

method includes a multi-step prompt-based 137

knowledge generation process, it does not rely 138

on any external corpora, labeled data, or in- 139

context exemplars and even though all inter- 140

mediate knowledge is generated by the LLM 141

itself using only the input question. We have 142

updated the paper such that it now emphasises 143

the multistep prompting in order to avoid any 144

confusion. 145

2. Along with previous details we have added 146

the example of generated knowledge and fur- 147

ther clarified the steps for better understand- 148

ing. We have released all the datasets and 149

code in current submission. 150

3. We include additional discussion in Section 151

5 to analyze why KD-NQ can outperform 152

KD in some cases. One reason is that KD 153

includes both definitions and notes, and defi- 154

nitions—being general—may sometimes con- 155

flict with question-specific context, introduc- 156

ing noise. We discuss the impact of knowl- 157

edge length: KD averages over 2500 tokens, 158

while KD-NQ is more concise ( 394 tokens), 159

which can reduce confusion and improve 160

model performance in some cases. We em- 161

phasize this trade-off between accuracy and 162

efficiency, particularly in scenarios with com- 163

pute budget constraints. We agree this is a 164

valuable direction and have flagged it for fu- 165

ture ablation-focused work. 166

3 Response to Reviewer LZvN 167

Thank you for reviewing our work. We have pro- 168

vided detailed responses to your comments below. 169

1. Misclassification of Method : Even though 170

our method introduces an additional step of 171

generating a knowledge base, we would like 172

to clarify that the approach remains within 173
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the zero-shot framework because we do not174

use any external knowledge sources, anno-175

tated data, or task-specific training. All the176

knowledge used is generated by the model177

itself, and it is not handcrafted or extracted178

from existing databases. The generated ques-179

tions are not shown as explicit exemplars to180

the model (neither in answer format nor in181

reasoning steps). Instead, they provide con-182

text that helps the model answer the origi-183

nal question. Therefore, although there is184

an overhead in knowledge creation, we be-185

lieve the method aligns with the zero-shot QA186

paradigm, since it requires no labelled data,187

no fine-tuning, and no external supervision.188

The difference of our method from RAG is189

that in this work, we do not retrieve informa-190

tion from any external knowledge base. In-191

stead, all the contextual knowledge is gener-192

ated by the model itself, using only the input193

question without access to external corpora.194

: The total generation time ( 750hours) cov-195

ers creating entities, definitions, notes, simi-196

lar questions, and hints(for HintQA) across197

datasets using Llama8B and Llama70B. Av-198

erage per-datapoint times(in sec):- gener-199

ation took 1.67(Llama8B), 3.57(Llama70B)200

and hint generation 0.14; For QA (Llama8B):201

Base-2.53, COT-18.65, Echo-23.51, ARR-202

21.05, QAP-15.42, HintQA-6.42, KD-K -4.72,203

KD-NQ -6.50, KD-8.67; For QA (Llama70B):204

Base-3.49, COT-53.51, ARR-53.51, KD-K -205

4.79, KD-NQ -1.86, KD-2.13;. Adding gener-206

ation time to QA time shows our approach is207

slower than Base and HintQA but still faster208

than larger prompts like ARR, COT, QAP and209

Echo.210

2. Figures and Method The purpose of Fig-211

ure 1 is to illustrate how a general-domain212

LLM struggles to understand domain-specific213

knowledge and context in the questions. This214

helps motivate the need for our approach,215

which aims to enhance the model’s under-216

standing of domain-specific QA. Even though217

we have developed the model for a zero-shot218

setting, it is possible to fine-tune the second219

model if training data becomes available. We220

mention this as additional information that221

could be explored in future work if train-222

ing data is also available. : Figure 3 is a223

stacked bar plot where we combine the ac-224

curacy scores across five datasets for each 225

approach and model. The y-axis shows the 226

cumulative accuracy obtained by stacking the 227

results, which explains why the values exceed 228

the usual range (for example, reaching around 229

400). We chose this stacked format to provide 230

an overall visual comparison of total perfor- 231

mance across datasets, although individual 232

dataset scores are not labelled in the figure 233

due to space and readability constraints. 234

3. Note: Our goal is to show general-domain 235

LLMs can handle domain-specific QA with 236

minimal change (just updating domain names). 237

Even though the improvement over other 238

prompts is sometimes small, our approaches 239

still performed best or among the best across 240

all datasets and models, which shows the relia- 241

bility of our approach. Also, in a zero-shot set- 242

ting, trying out many different prompt designs 243

for each new domain would create extra work 244

and complexity. Our methods aim to avoid 245

that by offering a prompt that works well in 246

most cases without extra tuning. Finally, even 247

for the smaller MNOTA dataset (with only 248

500 QA pairs), our method did achieve the 249

best result in at least one setting, which sup- 250

ports its usefulness even when data is limited. 251

We will add detailed run time tables in the 252

appendix as suggested. 253

4 Response to Reviewer FcqZ 254

1. The pseudo-code in Algorithm 1 is a little bit 255

different from the description in section 3. For 256

example, what are the fundamental criteria to 257

extract domain-specific keywords? Is it the 258

combination of step 2 and 3 in Algorithm 1? 259

How to do the filter? Could you interpret what 260

are the procedure to conduct knowledge gener- 261

ation in detail? How you generate similar and 262

abstracting questions? What are the insight 263

behind it? :- We have only used prompting 264

to tackle these, except for the filtering, where 265

the filtering is used to only remove the basic 266

English words. The fundamental criteria for 267

extracting domain-specific keywords and gen- 268

erating similar questions are mentioned in the 269

instruction set steps, and the complete prompt 270

for knowledge generation is mentioned in Ta- 271

ble 13. The idea behind showing LLM with 272

similar questions is similar to showing LLM 273

with in-context examples, but not exactly, as 274

3



the sample questions’ format is different and275

the questions don’t explicitly tell the model276

how to answer the original question.277

2. Is there any qualitative analysis of those ques-278

tions in terms of quality? Why it helps?279

Whether the generated QA are correct? :- In280

the current work, we have omitted this step,281

and we have mentioned this in the Limitations282

section283

3. From the table 3, seems like K-NQ perform284

even better than K on Qwn, BioLlama and285

MedLlama model. Is there any insight? :286

While keyword definitions are short and gen-287

eral (within the domain), and these might not288

always match the context of the question, the289

notes and similar questions (NQ) are gener-290

ated specifically with respect to the original291

question, and tend to be comparatively more292

useful. Hence, when compared to KD-K, KD-293

NQ performs better in most cases. In KD, we294

use the keyword definitions along with NQ,295

and conflicting keyword definitions can intro-296

duce ambiguity into the model’s understand-297

ing, sometimes resulting in incorrect answers.298

Furthermore, BioLlama and MedLlama are299

medical-specific LLMs fine-tuned on medical300

data, which reduces their reliance on the exter-301

nal definition of keywords as a source of extra302

knowledge. In the case of the Qwen model,303

the performance for KD-NQ and KD is al-304

most the same, except on MFCT and MNOTA305

datasets, which are comparatively smaller306

datasets with 96 and 500 data points, respec-307

tively. From our analysis of these datasets,308

no significant pattern was observed to explain309

this behaviour.310

5 Response to Reviewer p6LC311

The paper is missing many de-312

tails/justifications that hurt its reproducibility.313

For example:314

4. (1) No details are provided regarding the new315

dataset, PlantQA. : Details of the PlantQA316

dataset are provided in Appendix A. We have317

also submitted the dataset file in this submis-318

sion.319

5. (2) It is not clear how the filtering of keywords320

was done. : Filtering is used to remove only321

the basic English words.322

6. (3) It is not fully justified why using a Llama 323

model is essential as depicted in Figure 2. :In 324

Figure 2, the Llama model is mentioned since 325

we have used Llama models to generate the 326

knowledge, either Llama8B or Llama70B. In 327

the paper, we do not mention the explicit re- 328

quirement of the only Llama model to generate 329

the knowledge as any LLM can be used. How- 330

ever, we chose Llama since the BioLlama and 331

MedLlama have the Llama model as a base 332

hence it seemed appropriate to use Llama 333

models for better comparison. 334

7. (4) Table 6 talks about the number of ques- 335

tions per prompt but they are never mentioned 336

in it. :-Since we mentioned the column names 337

in the same sequence as the number of ques- 338

tions mentioned in the caption, we omitted 339

separately describing them. However, we can 340

rephrase the caption for a clearer understand- 341

ing. 342

8. The results in Table 3 don’t fully justify the 343

proposed complex prompting technique. In 344

particular, it looks like using only the question- 345

answer pairs is sufficient in many cases.: 346

While keyword definitions are short and gen- 347

eral (within the domain), and these might 348

not always match the context of the question, 349

notes and similar questions (NQ) are gener- 350

ated specifically with respect to the original 351

question, and tend to be comparatively more 352

useful. In KD, we use the keyword definitions 353

along with NQ, and conflicting keyword defini- 354

tions can introduce ambiguity into the model’s 355

understanding, sometimes resulting in incor- 356

rect answers. In the case of the Llama we can 357

see that KD performed better in most cases 358

and in case of Qwen model, the performance 359

for KD-NQ and KD is almost the same, except 360

on MFCT and MNOTA datasets, which are 361

comparatively smaller datasets with 96 and 362

500 data points, respectively. Furthermore, 363

BioLlama and MedLlama are medical-specific 364

LLMs fine-tuned on medical data, which re- 365

duces their reliance on the external definition 366

of keywords as a source of extra knowledge; 367

these were only taken as baselines. Another 368

possibility is the effect of knowledge length, as 369

the knowledge present in KD-NQ is more con- 370

cise, with an average of 394 tokens/question, 371

than in the case of KD, where on average 372
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(2178+394) tokens/question are given as ad-373

ditional information which might have intro-374

duced noise in some cases. However, stating375

only the importance of notes and question-376

answer pairs will not be correct at this stage,377

since keyword definitions are general (within378

the domain) and further enhancement of these379

can significantly help the model for all cases.380

9. The paper does not mention the work on381

agents/deep-research which will be a more382

general paradigm to address this problem in-383

stead of using tailored prompts.: Since our384

work tackles scenarios only in the case of a385

zero-shot framework, where we don’t have386

any external knowledge source which can be387

utilised in learning/training, we have only con-388

sidered an approach which works in such sce-389

narios.390
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