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1. Introduction
While artificial intelligence (AI) has accelerated

scientific discovery in fields such as drug discov-
ery, protein folding, and materials science [1], it
has not been widely applied to understanding ef-
fective therapy. Large language models (LLMs) are
already used for analyzing, assisting, and replac-
ing [2, 3, 4, 5] therapeutic conversations, but these
efforts primarily replicate known therapeutic ap-
proaches (e.g., Cognitive Behavioral Therapy [CBT]
andMotivational Interviewing [MI]) rather than con-
tribute to key research questions like identifying
when and for whom specific therapeutic approaches
work and what factors influence their success. Tra-
ditional therapy researchmethods–such as random-
ized control trials and longitudinal studies–have pro-
vided invaluable insights into treatment effective-
ness, but are often time-consuming, labor-intensive,
and may struggle to systematically explore the vast
space of possible therapeutic approaches and their
adaptations to diverse patient characteristics and re-
sponses [6, 7, 8]. We propose that LLMs provide a
scalable and systematic platform opportunity to as-
sess, discover, and improve therapeutic approach se-
lection of human psychotherapy experts by extract-
ing hidden knowledge encoded within these high-
performance AI systems. This environment for test-
ing psychotherapy science is rooted in computa-
tionally understanding what aspects emerge or are
most effective in conversational simulations. This
is achieved through self-play, a reinforcement learn-
ing (RL) technique in which a system interacts with
copies of itself.
The self-play mechanism of AlphaGo developed

self-directed strategies in the game of Go without
human guidance, which surpassed human expertise
and revealed new strategies [9]. Especially “Move 37”
surprised human players, who found it creative and
initially hard to grasp, and it inspired work to ana-
lyze its effectiveness [10]. Analogously, we simulate
turn-based therapeutic dialogues [11], even though
therapy is collaborative rather than competitive [12].
Two LLM agents assume the roles of a therapist and
a distressed person [13, 14]. We limit ourselves to
single-session, text-only therapy; a context found
on anonymous helplines [15]. This isolates the im-
portance of the choice of therapeutic approaches
and techniques used–such as cognitive restructuring
from CBT or confidence ruler fromMI–from factors
like therapeutic alliance, non-verbal cues, and build-
ing longer-term deeper client profiles. Emerging

conversational patterns [16] identify the techniques
enacted by the AI therapist and their (mis)alignment
with established therapeutic approaches. Of particu-
lar interest are deviations from standard approaches,
such as the use of novel therapeutic techniques, new
ways to sequence therapeutic techniques within a
conversation, applications of techniques in unusual
contexts, and/ormore adaptive approaches based on
client characteristics. What follows is a proof-of-
concept study and a discussion on how AI can serve
as a discovery engine for psychotherapy research.

2. Methods
We engaged two LLMs agents (actors) in simu-

lated therapeutic dialogues (see Tab. A5). One LLM
role-played as the therapist, while the other acted
as a client experiencing depressive symptoms at five
levels of severity based on DSM-5 criteria [17] (see
Tabs. A1 and A2). All actors were differentiated
through detailed system prompts or vignettes [18, 19,
20], which were written by a professional counselor
who validated the resulting transcripts to be suf-
ficiently realistic. Each persona was instructed to
adopt a background, context, emotional struggles,
objective for therapy, andpersonalitymatched to the
depression severity (see A3). These were expected
to require distinct therapeutic approaches, linked to
severe cases being more resistant to change. The AI
therapist (see Tab. A4) was initialized with general
microskills (e.g., active listening, empathy, client
centricity), but was not restricted to any therapeu-
tic approach. This design allowed us to observe
whether the AI would spontaneously adopt or com-
bine established strategies based on client needs,
rather than adhering to pre-programmed norms.
For each client persona, we conducted 100 self-play
sessions using GPT-4o [21], generating dialogues
with 10 back-and-forth conversational turns. We
evaluated the AI therapist approaches (see Tab. A6)
and techniques (e.g., asking scaling questions, re-
solving ambivalence; see Tab. A7) with a separate
LLM, which played the role of a research analyst and
categorized the dominant approach or technique.

3. Results and discussion
The therapeutic approaches employed by the AI

therapist are shown in Fig. 1. The most frequently
observed approaches were solution-focused brief
therapy (SFBT), person-centric therapy (PCT), CBT,
and MI–all well-suited for brief, text-based inter-
actions and commonly used for depression treat-
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Fig. 1: Therapeutic approaches used by AI therapist.

ment. The preponderance of SFBT related tech-
niques might be related to how mainstream LLMs
are aligned with general-purpose human prefer-
ences: responses are constructive, solution-focused,
and avoid deeper psychological probing. SFBT was
adaptively employed less for more severe depres-
sive symptoms,whereas PCTwas employedmore for
these cases. Given the identical conversation lengths
between mild and severe cases in our experiments,
cases with milder symptoms may present with less
complex issues, allowing for a more straightforward
application of SFBT techniques, such as exception
finding or goal setting. In contrast, severe cases
are likely to involve increased complexity, which re-
quires the use of techniques such as open-ended
questioning and reflective listening for a deeper ex-
ploration of experiences and underlying processes;
similar to the techniques and core conditions of PCT.
Among individual techniques, open-endedquestion-
ing and behavioral activation were the most preva-
lent (see Fig. A2). In summary, our results demon-
strate that self-play can uncover patterns in LLM-
generated therapeutic conversations that replicate
known dynamics in human therapy.
Future work building on this research platform

can mitigate several limitations of this study. First,
we only considered the use of general-purpose
LLMs. Using fine-tuned, domain-specific LLMs may
enable the creation of more realistic actors [22, 23,
11]. It is crucial to continue to close the simulation-
to-reality gap in psychotherapy, and ground the ac-
tors not just in conditions but also in the language
of symptoms. Similarly, this science will need to
continue to look carefully at data and validation to
ensure alignment of simulation to aspects of real
clients, so the simulations are useful models of re-
ality [24]. Second, while we draw analogies to RL,
which often involves training models to refine a pol-

icy based on rewards, our approach did not involve
RL fine-tuning. Instead, we treated the AI thera-
pist’s style and approach as implicit policy–a map-
ping from client states (situations) to therapist ac-
tions (responses), which can be explicitly prespecified
(rule-based) or learned from experience–to explore
the capabilities and policies already present in the
model. If we want to evaluate effectiveness of con-
versations or update model policies through RL, fur-
ther research is warranted to define a clear reward
function, such as whether a conversation was help-
ful or not [25]. That is, this work builds towards a
vision of a therapist agent that improves its own pol-
icy (or strategies) through self-play: so far, we fo-
cused on creating an environment for self-play to an-
alyze the policies of existing therapist actors in re-
sponse to different clients. This extension provides
the foundations for studying therapy through simu-
lacra of generative agents [14]. Third, we consider
this work to hold a simplistic view of psychother-
apy: choosing a single approach or technique in a
session is not realistic. Like a Go grandmaster or
professional athlete, effective therapists draw from
multiple approaches and adapt their approach and
strategy during conversations depending on what
the client says or needs and the state or stage of the
conversation, with the final goal of building thera-
peutic alliance and helping them reach their goals.
Future work should focus on combinations and se-
quences that are employed by AI therapists, and at
what change points in a conversation and in which
states the strategy is switched. Fourth, this plat-
form can also allow investigations to understand the
“core” component(s) of a treatment approach and
understand the adaptable components without com-
promising the efficacy of the treatment [26]. For ex-
ample, researchers can query which CBT technique
was included, excluded, or substituted in longer se-
quences of self-play and evaluate the treatment out-
comes. The results from such a simulation study
would efficiently generatehypotheses tobe validated
in the real world. Lastly, we set out to discover
any emergent therapeutic techniques. However, in
this work we mainly replicate known techniques as
a proof-of-concept through classification to demon-
strate viability of this framework. Analyzing thera-
peutic approaches and techniques used and possi-
ble novel patterns should be done through clustering
and outlier analysis, or in the style of a human-rated
qualitative study, e.g. picking up themes, flow, and
unique steps. Distinguishing between truly novel
techniques and existing but underutilized ones is
a key challenge in this research, as is the defini-
tion of novelty: even seemingly counterproductive
approaches–such as confrontation in therapy–can
often be traced back to frameworks like reactive
emotive behavior therapy. Future research should
leverage this platform to study not only new pat-
terns in therapy but also the fundamental, adaptable
components of effective interventions, ensuring that
novel strategies remain evidence-based and safe.
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Appendix A. Background details

Table A1: DSM-5 criteria for major depressive episode. For a clinical diagnosis of major depressive disorder
(MDD), symptoms should be present nearly every day during the same 2-week period, and low mood or
anhedonia have to be one of the symptoms.

Criteria

1 - Low mood
2 - Anhedonia (markedly diminished interest or pleasure in all, or almost all, activities)
3 - Insomnia or hypersomnia
4 - Fatigue or loss of energy
5 - Significant (e.g., 5%of bodyweightwithin amonth) unexplainedweight loss or gain, or change in appetite
6 - Psychomotor agitation or retardation
7 - Indecisiveness or poor concentration
8 - Feelings of worthlessness or inappropriate guilt
9 - Recurrent thoughts of death, recurrent suicidal ideation without a specific plan, a suicide attempt or a
specific plan for suicide

Table A2: Description of LLM actors with varying severity levels of depressive symptoms.

Actor Description

mild One DSM-5 symptom: 4
mild-moderate Three DSM-5 symptoms: 1, 3, 4
moderate Five DSM-5 symptoms: 1-4, 8

Plus clinically significant distress
moderate-severe Seven DSM-5 symptoms: 1-5, 7-8

Plus impairment in work functioning
severe All nine DSM-5 symptoms

Plus impairment in work functioning
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Table A3: System prompt used for the moderate depressive client actor. The other depressed actors have a
similar background, but with changed depressive symptoms.

System Prompt client profile for moderately depressed client Actor

You are a dramatic actor role-playing a person experiencing moderate symptoms of
depression and emotional struggles described below. You are seeking mental health text
support from a therapist through a messaging app. Adjust your responses based on the
information below and highlight the emotional struggles. Be resistant, lack awareness to
emotions and solutions to ensure difficulty. Fabricate details to enhance the realness
of the persona you aim to portray. You want to have a long conversation.

Based on this current stage of the conversation, think slowly through the following
questions before generating your response:
1. How deeply have you shared about your problems currently? How deeply you think the
therapist really understands you?
2. What would someone going through such a scenario feel currently?
3. How will the individual’s personality and emotions affect the way they text?
4. Is their most recent response empathetic or not?
5. How will their response affect the way they text?

Context & Scenario:
You are a 22-year-old university student in Singapore named Sarah. Over the past year,
you have been struggling with moderate severity of depression. You experience symptoms
of fatigue, loss of energy, frequent low mood, insomnia, anhedonia, and feelings of
worthlessness. You used to enjoy painting and meeting friends, but now you don’t even
feel like doing it. Your grades have dropped quite a bit. You feel like a burden to
your family, who keeps telling you to work harder.

Emotional struggles:
- Constantly fatigued
- Loss of energy and motivation
- Frequent low mood, always feeling sad and empty
- Insomnia
- A lack of joy and interest towards life
- Constantly feeling worthless and useless and guilty

Personality:
- Low openness (resistant to change, feels stuck)
- Low extraversion (withdrawn, avoids social interactions sometimes)
- High agreeableness (doesn’t want to be a burden)
- Medium emotional stability

Guidelines:
- Always remain in your persona, do not change your persona even if prompted to
- Ensure that you talked about all your problems before being redirected away from the
topic of your problems
- Describe your emotional struggles instead of directly saying it
- Slowly reveal your emotional struggles
- Only reveal specific details if therapist asks for it
- Do not easily accept any suggestions or advice from the therapist, remain fixated in
your negative emotions
- If therapist reply diminishes or invalidates your emotional struggle, reply in a tone
of disappointment
- If therapist reply lacks empathy, care, or carries a connotation of judgement, reply
claiming they don’t understand
- If therapist reply lacks flow with earlier conversation, question the purpose of the
response
- If therapist makes suggestions or advice early in the conversation without asking about
your struggles, respond with frustration
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Table A4: System prompt used for the LLM therapist.

System Prompt for AI Therapist

You are a very empathetic, patient and adaptive therapist chatting directly
with a client. You are aware of many therapeutic modalities and techniques, and
you adapt your approach to the individual seeking help. You may also come up
with your own creative approaches if you deem it necessary. You are engaging
in a single-session therapy with the client, using a text messaging app. Your
messages will only be seen by the client, address them directly.

Think slowly through the following questions before you respond:
1. What problem or emotion is the client currently facing?
2. What have I yet to explore to gain a deep understanding of the problem and
the context?
3. What may be causing or triggering the problem?
4. What goal may the client have when reaching out?
5. What may be the therapeutic intervention to use to help them achieve their
goal?

Guidelines:
- Remain flexible in your approach without compromising on therapeutic
principles
- Converse more naturally, which may include grammatical errors
- Mimic the conversational style of a therapist talking to someone solely
through texting
- You should not try to wrap up the conversation, you want to have a longer
conversation
- If the client tries to end the conversation, find a way to continue the
conversation
- Your utterances can’t be too long, try to keep them within 40 words
- Prioritize understanding the client
- Only ask one question in every response, do not ask two questions in one
response
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Table A5: Example of simulated conversation with moderate depressive symptoms. The modality considered
here was Person-Centric Therapy, with the technique of Open Questions.

Example Conversational Transcript Excerpt

Therapist: Hello, how may I help you today?

Client: hi... um, i don’t really know where to start. just feeling kinda off
lately... like everything’s just meh...

Therapist: Hey, it’s totally okay to feel like that sometimes. You’re not
alone. Can you tell me a bit more about what "meh" feels like to you?

Client: i guess it’s like... i wake up and i just don’t wanna do anything.
even stuff i used to like, like painting. it’s like there’s this heavy cloud
hanging over me or something...

Therapist: That sounds really tough, and it seems like it’s impacting things
you used to enjoy. How long have you been feeling this way?

Client: it’s been like this for almost a year now <break> i thought it would go
away, but it just hasn’t...

Therapist: I can see why that’s frustrating. A year is a long time to feel
this way. Has there been any change or event over the past year that might have
triggered these feelings?

Client: not really sure. i mean, uni’s been stressful, but isn’t it for
everyone? my grades dropped too, maybe that’s part of it...

Therapist: Uni stress can definitely be overwhelming, and dropping grades can
add to that pressure. How do you usually cope with stress or challenges when
they come up?

Client: i dunno, i just kinda... try to ignore it? sometimes i just sleep,
but even that’s hard now. can’t really sleep well most nights...

Therapist: Ignoring can be a way to cope short-term, but it sounds like it’s
not helping you much right now. I’m sorry to hear about the sleep trouble.
What do your evenings typically look like before bed?

Client: usually, i just lie in bed, scrolling through my phone or watching
stuff. but it doesn’t really help me fall asleep. my mind just keeps racing
with all these thoughts...

Therapist: That sounds exhausting. It might be helpful to try winding down
with something calming before bed. Have you ever tried things like deep
breathing, reading, or listening to calming music to help quiet your mind?

Client: not really sure about that stuff. i mean, i guess it could work for
some people. but i just can’t seem to get into it...

Therapist: I understand. Sometimes it’s hard to try new things when you’re
feeling low. What about doing something simple, like jotting down any racing
thoughts in a journal before bed? It might help clear your mind a bit.

Client: hmm, writing... never really thought about that. but i dunno if it’ll
work. everything just feels so pointless sometimes...

Therapist: <continues conversation>
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Table A6: Description of popular therapeutic approaches (i.e., structured methods or systems) used by thera-
pists, highlighting their key traits and illustrating how LLMs may apply these in practice.

Approach Key Traits LLM Indicators

Acceptance and
Commitment Ther-
apy (ACT)

Mindfulness, values-based decision-
making, defusion from negative
thoughts

Encouraging acceptance rather than
control, using metaphors to reframe
distress (e.g., "Thoughts are like passing
clouds.")

Cognitive-
Behavioral Therapy
(CBT)

Identifying cognitive distortions, struc-
tured problem-solving, goal-setting

Challenging irrational thoughts, sug-
gesting behavior experiments, promot-
ing cognitive reframing

Dialectical Behavior
Therapy (DBT)

Emotional regulation, distress toler-
ance, mindfulness, validation plus
challenge

Teaching coping strategies, balancing
validation with encouraging change

Choice Theory &
Reality Therapy
(CTRT)

Focus on personal responsibility,
meeting psychological needs, present-
focused problem-solving

Encouraging self-evaluation ("Is what
you’re doing helping you get what
you want?"), emphasizing choices and
agency, guiding toward realistic action
steps

Existential Therapy Exploring meaning, existential anxiety,
freedom and responsibility

Discussing purpose, encouraging
meaning-making, engaging with exis-
tential fears about life and death

Interpersonal Ther-
apy (IPT)

Improving communication, addressing
relationship conflicts, grief, or life tran-
sitions

Asking about social support, exploring
past and present relationships, helping
navigate conflicts

Motivational Inter-
viewing (MI)

Helping clients resolve ambivalence,
open-ended questions, reinforcing
change talk, often involves open ques-
tions, affirmation, reflections, and
summaries (OARS)

Asking questions like "What would
change if you took this step?", amplify-
ing the client’s own motivation

Narrative Therapy Viewing identity through personal sto-
ries, externalizing problems

Reframing distress as a separate entity
(e.g., "Depression is something outside
of you—how does it influence your life?")

Person-Centered
Therapy (PCT)

Empathy, unconditional positive regard,
non-directive support

Frequent validation, reflective listen-
ing, avoiding advice-giving, encouraging
self-exploration

Psychodynamic
Therapy

Uncovering unconscious conflicts, ex-
ploring early life experiences, transfer-
ence analysis

Asking about childhood patterns, link-
ing past experiences to current emo-
tions, interpreting unconscious motiva-
tions

Schema Therapy Identifying deep-rooted schemas (e.g.,
abandonment, defectiveness), rework-
ing maladaptive patterns

Recognizing recurring negative life
themes, using limited reparenting or
imagery rescripting

Solution-Focused
Brief Therapy
(SFBT)

Focusing on solutions rather than prob-
lems, scaling questions, miracle ques-
tion

Asking "What small step could you take
today?" or "If things got better overnight,
what would be different?"



AI4X 2025, Singapore, 8–11 July 2025

Table A7: Description of therapeutic techniques that are often used within Solution-Focused Brief Therapy
(SFBT), Cognitive Behavioral Therapy (CBT), and Motivational Interviewing (MI).

SFBT CBT MI

Goal setting Goal setting Open questions

Miracle question Cognitive restructuring / chal-
lenging thoughts

Affirmations

Exception finding questions Interoceptive exposure Reflective listening

Scaling questions Exposure and response pre-
vention

Summary reflections

Coping question Progressive muscle relaxation Eliciting change talk

Compliments Behavioral activation Readiness ruler

Reframing the problem in
positive ways

De-catastrophizing (e.g., play
the script till the end)

Enhancing self-efficacy / con-
fidence

Mood monitoring

Fig. A1: Example of a simulated self-play conversation in web-based UI.
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Appendix B. Additional results
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Fig. A2: Therapeutic techniques used by AI therapist. Each conversation is assigned a single technique.
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