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Abstract

A significant obstacle in the development of robust machine learning models is
covariate shift, a form of distribution shift that occurs when the input distributions
of the training and test sets differ while the conditional label distributions remain
the same. Despite the prevalence of covariate shift in real-world applications, a
theoretical understanding in the context of modern machine learning has remained
lacking. In this work, we examine the exact high-dimensional asymptotics of ran-
dom feature regression under covariate shift and present a precise characterization
of the limiting test error, bias, and variance in this setting. Our results motivate
a natural partial order over covariate shifts that provides a sufficient condition
for determining when the shift will harm (or even help) test performance. We
find that overparameterized models exhibit enhanced robustness to covariate shift,
providing one of the first theoretical explanations for this ubiquitous empirical phe-
nomenon. Additionally, our analysis reveals an exact linear relationship between
the in-distribution and out-of-distribution generalization performance, offering an
explanation for this surprising recent observation.

1 Introduction

Theoretical justification for almost all machine learning methods relies upon the equality of the
distributions from which the training and test data are drawn. Nevertheless, in many real-world
applications, this equality is violated—naturally-occurring distribution shift between the training data
and the data encountered during deployment is the rule, not the exception [31]. Even non-adversarial
changes in distributions can uncover the surprising fragility of modern machine learning models
[550156, 143, 126, 112, 150]]. Such shifts are distinct from adversarial examples, which require explicit
poisoning attacks [22]]; rather, they can result from mild corruptions, ranging from changes of camera
angle or blur [26]], to subtle, unintended changes in data acquisition procedures [S6]. Moreover, this
fragility limits the application of deep learning in certain safety-critical areas [31].

Empirical studies of distribution shift have observed several intriguing phenomena, including linear
trends between model performance on shifted and unshifted test distributions [56, 26} 131]], dramatic
degradation in calibration [50], and surprising spurious inductive biases [12]. Theoretical under-
standing of why such patterns occur across a variety of real-world domains is scant. Even basic
questions such as what makes a certain distribution shift likely to hurt (or help) a model’s performance,
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and by how much, are not understood. One reason that these phenomena have eluded theoretical
understanding is that there is often a strong coupling between model and distribution, implying that
the effect of a given shift cannot usually be understood in a model-agnostic way. Another reason
that satisfactory explanations have remained lacking is that the go-to formalism for studying general-
ization in classical models, namely uniform convergence theory (see e.g. [66]), may be insufficient
to explain the behavior of modern deep learning methods (even in the absence of distribution shift)
[47,168]. Indeed, classical measures of model complexity, such as various norms of the parameters,
have been found to lead to ambiguous conclusions [49].

In this paper, we follow a different approach: instead of focusing on worst-case bounds for generic
distributions, we study average-case behavior for narrowly specified distributions. While this change
in perspective sacrifices generality, it allows us to derive more precise predictions, which we believe
are necessary to fully capture the relevant phenomenology. We study a specific type of distribution
shift called covariate shift, in which the distributions of the training and test covariates differ, while
the conditional distribution of the labels given the covariates remains fixed. Using random matrix
theory, we perform an asymptotically exact computation of the generalization error of random feature
regression under covariate shift. The random feature model provides a useful testbed to (1) investigate
the interplay between various factors such as model complexity, label noise, bias, variance, and
covariate shift; (2) rigorously define a model-agnostic notion for the strength of covariate shift; and (3)
provide a theoretical explanation for the linear relationships recently observed between in-distribution
and out-of-distribution generalization performance [55, 156, [27].

1.1 Contributions

Our primary contributions are to:

1. Provide a model-agnostic partial order over covariate shifts that is sufficient to determine when a
shift will increase or decrease the test error in random feature regression (see Def. [4.1));

2. Compute the test error, bias, and variance of random feature regression for general multivariate
Gaussian covariates under covariate shift in the high-dimensional limit (see Sec. [5.1);

3. Prove that overparameterization enhances robustness to covariate shift, and that the error, bias,
and variance are nonincreasing functions of the number of excess parameters (see Sec. [5.3);

4. Deduce an exact linear relationship between in-distribution and out-of-distribution generalization
performance, offering an explanation for this surprising recent empirical observation (see Sec.[5.4).

1.2 Related work

There is extensive literature on the empirical analysis of distribution shift in all of its myriad
forms, ranging from domain adaptation [62] 20, [8| [70} 69, 37, 136] to defenses against adversarial
attacks [39,160] to distributionally robust optimization [59}[15|16], among many others. Interestingly,
for naturally occurring distribution shifts [31, 26], standard robustness interventions provide little
protection [356, |63]. Indeed, empirical risk minimization on clean, unshifted training data often
performs better on out-of-distribution benchmarks than more sophisticated methods [31]. One of
the most striking observations in the context of natural distribution shifts is that model robustness
improves with the classifier’s accuracy [356, 163) 26} 43]]. For example, if a classifier’s accuracy
increases by 1.0% on the unshifted CIFAR-10 test set, this tends to increase its accuracy by 1.7%
on the CIFAR-10.1 dataset (a dataset with natural distribution shift) [56]. Moreover, such linear
trends between the unshifted and shifted measures of error have now been observed in several
contexts [56, 163} 43,140, 44].

The number of theoretical works studying the impact of distribution shift on generalization is far
smaller. One pioneering work provides VC-dimension-based error bounds for classification that
are augmented by a discrepancy measure between source and target domains [[10], while another
demonstrates a similar class of uniform convergence-based results in the setting of kernel regres-
sion [11]. Recent work shows that learning domain-invariant features is insufficient to guarantee
generalization when the class-conditional distributions of features may shift [69]. When the source
domain gradually shifts toward the target domain, non-vacuous margin-based bounds for self-training
can be established [32]. In [40], assumptions based on model similarity are used to help explain why
classifiers exhibit linear trends between their accuracies on shifted and unshifted test sets 56} 143]].



Our technical tools build on a series of works that have studied the exact high-dimensional limit of
the test error for a growing class of model families and data distributions. In the context of linear
models, recent work analyzes ridge regression for general covariances and a general non-isotropic
source condition on the parameters which generate the targets [S7], extending earlier work studying
minimum-norm interpolated least squares and ridge regression in the random design setting [9, 14} 24].
The non-isotropy of source parameter effectively induces a shift on the bias term of this model, but
the phenomenon is distinct from the covariate shifts we study here. Beyond linear regression, random
feature models provide a rich but tractable class of models to gain further insight into generalization
phenomena [2, 3,41} 35]]. These methods are of particular interest because of their connection to
neural networks, with the number of random features corresponding to the network width (or model
complexity) [48} 133} 29], and because they serve as a practical method for data analysis in their own
right [541161]. In this context, a precise characterization of the gaps between uniform convergence and
the (asymptotic) exact test error as a function of the sample size and number of random features can be
derived [|68]]. Since this paper’s publication, we released follow-up work considering unequal scales
in the training and test distributions and optimal regularization [64]]. From the technical perspective,
our analytic techniques build upon these works and a series of recent results stemming from the
literature on random matrix theory and free probability [53) 52} [1} 2} 38} 51} 19, 45].

2 Preliminaries

2.1 Problem setup and notation

As in prior work studying random feature regression [24} 41} 2| [1]], we compute the test error in the
high-dimensional, proportional asymptotics where the dataset size m, input feature dimension ng, and
hidden layer size n; all tend to infinity at the same rate, with ¢ := ny/m and ¢ := ng/n; held fixed.
We refer to ¢/ as the overparameterization ratio, which is the limit of ny /m and characterizes the
normalized complexity of the (random) feature model.

Interestingly, in this high-dimensional limit, the conditional distribution of a linear labeling function is
asymptotically equivalent to a wide class of nonlinear teacher functions (see [41} 2] for more details).
With this in mind, we consider the task of learning an unknown function from m i.i.d. samples
(xi,9;) € R™ x R fori € {1,...,m}, where the covariates are Gaussian, x; ~ A (0,X) with
positive definite covariance matrix Y, and the labels are generated by a linear function parameterized
by 8 € R™, drawn from N (0, I,,). In particular

y(x;) = BTx;/\/no + €, (1

where ¢; ~ N(0,02) is additive label noise on the training points.

We study the class of prediction models defined by kernel ridge regression using unstructured random
feature maps [54]. The random features are given by a single-layer, fully-connected neural network

with random weights. Given a set of training data X = [x1,...,X,,] and a prospective test point x,
the random features embeddings of the training and test data are given by
F:=0(WX/\/ng) and f:=0c(Wx/\/ng), 2

for a random weight matrix W € R™ *"0 with i.i.d. standard Gaussian entries and an activation
function ¢ : R — R applied elementwise. The induced kernel is

K (x1,x3) = nila(vvx1 Vo) o (Wxa//iig) 3)

K = K(X,X)4+~vI, Kx := K(X,x),and v > 0is aridge regularization constan{'| Owing to the
implicit regularization effect of the nonlinear feature maps [7]], in low noise settings the optimal value
of v can sometimes be negative [30]. For simplicity, we nevertheless make the standard assumption
that v > 0, though we emphasize our techniques readily accommodate negative values.

and the model’s predictions are given by (x) = YK 'K, where Y := [y(xﬁ, oo y(xm)]s

"We overload the definition of K to include the additive regularization whenever no arguments are present.
Also, if v = 0 and K is not full-rank, K ~* should be understood as the Moore-Penrose pseudoinverse.



Our central object of study is the expected test loss for a datapoint x ~ A/(0, ©*) where ©* may be
different from the training covariance Y. The test error (without label noise on the test point) is

Es. =E[(8"x/vno — YK ' Ky)?| (4)
= Ex s[(E[j(x)] — y(x))’] + Ex s [V[5(x)]], (5)
By« Vi

where the inner expectations defining the bias and variance are computed over W, X, and Y. We
decompose the training and test covariance matrices into eigenbases as > = Z?:Ol A\iviv; | and B* =
Z?:Ol )\;‘va;kT, where the eigenvalues are in nondecreasing magnitude, i.e. Ay < Ao < ... < Ay,
and A\] < A3 <. < /\:‘m. We define the overlap coefficients

no

= v, Yrv; = Z(V;k ~Vi)2)\; (6)

j=1
to measure the alignment of ¥* with the ith eigendirection of 3. In particular, r; is the induced
norm of v; with respect to 3*. We use tr to denote the dimension-normalized trace: for a matrix
A e R™" tr(A) = 1tr(A). We use || Al|o and || A||p to denote the operator norm and Frobenius
norm of matrix A respectively. Finally, we use dx to denote the Dirac delta function centered at x.

2.2 Assumptions

Regularity assumptions on the spectra of ¥ and X* are necessary to state the limiting behavior of this
system. As in [[67], it is not sufficient to consider the spectra of these matrices individually; they must
be considered jointly. We do this in an eigenbasis of X..

Assumption 1. We define the empirical joint spectral distribution (EJSD) as

1 &
g = — O(x, s 7
,LL 0 ”0 ; (Az; 1,) ( )

and assume it converges in distribution to some u, a distribution on R?r as ng — oo. We re-
fer to u as the limiting joint spectral distribution (LJSD), and emphasize that this defines the
relevant limiting properties of the train and test distributionsﬂ Additionally, we require that
lim sup,,, max(||X|oo, [X*||oc) < C for a constant C.

Often we use (A, ) for random variables sampled jointly from x and denote the marginal of A under
1 With figain. The conditional expectation E[r|\] is an important object in our study. We frequently
overload the notation E[r|A] to view it as a function of \, and we assume the following for simplicity.

Assumption 2. p is either absolutely continuous or a finite sum of delta masses. Moreover, the
expectations of \ and r are finite.

When the eigenspaces of ¥ and ¥* are aligned and r; = A = ®(\;) for some smooth function @, the
support of the LISD degenerates. Here, Assump. [T]is essentially equivalent to assuming the empirical
spectral distribution of X converges in distribution to some [y, Which is a standard assumption
in the regression literature [14}41]. One special case of note is when there is no shift, i.e. @ is the
identity, in which case the LISD degenerates to pp defined by

oA, 1) = pgain(N)ON (1), e (M A) ~ pg for A~ fieain - 8)

As our analysis will eventually take place in the high-dimensional limit, we further define
the asymptotic scales of the training and test covariances as s := lim,, o tr(X) = E,[A] and
Sy i= limy,, o0 tr(X*) = E,[r] under the limiting behavior specified in Assump.

Throughout this paper, we also enforce the following standard regularity assumptions on the activation
functions to ensure the existence of the moments and derivatives we compute.

Assumption 3. The activation function o : R — R is assumed to be differentiable almost everywhere.
We assume that, |o(z)|, |0’ (x)| < ¢ exp(c1) for constants cg, ;.

’Note that the EJSD depends not only on X and 3* but also on a choice of eigendecomposition for & when
it has repeated eigenvalues. However, all possible choices for the EJSD form an equivalence class, and the
ambiguity does not affect later definitions and conclusions. See Sec. E}



2.3 A simple family of diatomic distributions

As the above assumptions allow such a general class of covariance structures, it is useful to consider
our results in the context of a simple family of distributions that readily admits a simple interpretation.

Definition 2.1. For o > 1 and 0 € R, we define the family of («, 0)-diatomic LISDs with 8-power-
law shifts as

diatomic .__ 1

=— Ofa—1.Ca- 9
a6 a+1 (a=1,Ca=?) 9

) R
(a,Ca?) + a+1

where C'is a normalization constant chosen so that E judiatgic [r] = 1. Note that pi&“omc is the limit of

! iffi=jandi<|{7%] 1
L 1 s - . n E 4
Y=o lf’L = j and i > L1+OaJ and Y* = fr(E")E . (10)
0 fi#j

This simple two-parameter family of distributions captures the fast eigenvalue decay observed in
many datasets in machine learning, for which the covariance spectra are often dominated by several
large eigenvalues and exhibit a long tail of many small eigenvalues [34]]. Note that the trivial case of
a = 1 yields an identity covariance with no shift. For the nontrivial setting « > 1, the exponent
parameterizes the strength of the shift in an intuitive way: when 6 = 1, there is no shift; when 6§ < 1,
a? < a, so the large eigendirections of the training distribution are suppressed in the test distribution,
suggesting that the shift makes learning harder; when 6 > 1, a’ > q, so the large eigendirections
of the training distribution are further emphasized in the test distribution, suggesting that the shift
makes learning easier. We will return to the notion of shift strength in Secs. [3]and 4]

3 Motivating example: linear regression

We first consider the relatively simple case of ridgeless linear regression (LR), which will help build
some intuition for the more general analysis of random feature regression in Sec. Assuming the
labels are generated by the linear model defined above, i.e. y; = BTx; /v/To + i, the estimator is

given by B = (XX T)~L1XY, and the test risk (see Eq. ) has the following simple form.

Proposition 3.1. For fixed dimension ny and sample size m >ng+1, the test error of LR is given by

no
o no 1 T

B = 4?2 tr(2*2!) = o?

1L

m—rng—1 m—no—lnoizl)\i'

Under Assump.|l} as ng, m — oo with ¢ = no/m fixed, Ef — EIR = 02¢/(1 — ¢)E,[r/)].

One immediate question is whether a given shift will increase or decrease the test error relative to
ELR. While the precise answer is of course determined by the value of tr(X*¥ 1), it useful for the
subsequent analysis to develop an understanding of the individual contributions to this term. Similar
decompositions of the test error into eigenspaces have proved useful in a variety of other contexts, e.g.
(42, 4]. We begin with a specific example in the setting of the finite-dimensional analog of Def. [2.1]

Example 3.1. For the finite form of the («, 0)-diatomic density defined in Eq. (I0), the test error of
LR is given by

IR 2 no a+w(e® ! —a) _ 1] no
By = ‘m—nog—1 1+w(a? —1) for wino 1+al’ (12)

and so %Eg’i = o? m_floo_l 2(1*w)(j’j‘:(a12§1j§;3 log(a) < 0, which implies Eg% < Egg whenever
6, > 05, in accordance with the discussion in Sec. It follows from Eq. that the condition
01 > 0y not only implies tr(X3571) < tr(X35X 1), but also that the ratios of overlap coefficients
ri.1/Ti,2 form a nondecreasing sequence. It is this condition involving all the eigendirections that
will generalize to the nonlinear random feature setting in Sec.

The following proposition captures the essence of these considerations in the context of linear
regression. See Sec. [A4]for the proof.



Proposition 3.2. Let r; 1 and r; o denote the overlap coeﬁ‘icienmﬂ of X7 and X5 relative to 3. If
tr(X3) > tr(X}) and the ratios r; 1/r; 2 form a nondecreasing sequence, then in the setting of

Prop.|3.1} ES > B¢

Whereas the («,6)-diatomic LJISDs explicitly enforce the trace normalizations
tr(X) = tr(X7) = tr(335) = 1, Prop. provides sufficient conditions for the ordering of
test errors for non-unit traces. The fact that EXR scales linearly with the overall scale of ¥* is a
unique feature of linear regression and does not generalize to the nonlinear random feature setting.

We return to this issue in Sec. 4]

4 Definition of shift strength

Deriving conditions on whether a shift will hurt or help a model’s performance is crucial to building
an understanding of covariate shift. Motivated in part by the above results for linear regression, and
in part by the results for random feature regression that we present in Sec. [5.3] we introduce the
following definition of shift strength, which is a direct generalization of the conditions of Prop.

Definition 4.1. Let p11 and po be LISDs with the same marginal distribution of A\, denoted [iyqin- If
the asymptotic overlap coefficients are such that E,, [r|\]/E,,, [r|\] is nondecreasing as a function of
X on the support of fugin and E,,, [r] < B, [r], we say p is easier than o (or o is harder than py ),
and write py < po. Comparing against the case of no shift pg, we say (i1 is easy when py < pg and
hard when 1 > pg.

A priori, there is little reason to hope that such a model-independent definition of shift strength would
adequately characterize a shift’s impact on the total error, bias, or variance of a given model. Even for
the relatively simple case of random feature kernel regression, the nonlinear feature maps of Eq. (2)
would seem to inextricably couple the covariance distribution to the model.

Nevertheless, as we show in Sec.[5.1] the coupling between model and shift simplifies considerably
in the high-dimensional proportional asymptotics. It is characterized by a handful of constants that
depend solely on the overall covariance scale £, [r] and a collection of functionals of j, whose
magnitudes can be bounded in terms of the ratio £, [r|\]/E,, [r|\]. The conditions that Def.
places on E,,[r] and E,[r|\]/E,, [r|A] can be augmented by various constraints on the model to
derive bounds on how the total error and bias will respond to a shift of a given strength. This
perspective introduces considerable complexity and we present the details of this analysis elsewhere.

In this work, we focus on a simpler, surprising result: by merely normalizing the scales of the
covariate distributions (i.e. enforcing s = s.), Def. @]provides a model-independent definition of
shift strength that determines how random feature models respond to shifts of different strength. This
observation motivates the following assumption.

Assumption 4. The training and test covariance scales are equal, E,,[\| = E,[r], i.e. s = s,.

We emphasize that Assump. [4] reflects common practice for many models and data modalities, as
preprocessing techniques such as standardization are ubiquitous and many architectural components
such as layer- or batch-normalization achieve a similar effect |21} 28] 146].

S Covariate shift in random feature kernel regression

5.1 Main results

Our main results characterize the high-dimensional limits of the test error, bias, and variance of the
nonlinear random feature model of Sec. E} Before stating them, we first introduce some additional
constants that capture the effect of the nonlinearity o. For z ~ N (0, s), define

n=Vo()], p= CElo(=))?, C:=sp, and w:=s(n/C—1). (13)

Our results also depend on the covariance spectra through two sets of functionals of f,

Ton(z) = 0 E, (/\“ (6 + :U)\)_b) and T:,(z) = 0 K, (ma—l (6 + m)‘”) L a4

3Recall the definition of the overlap coefficients in Eq. (@.
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Figure 1: The asymptotic predictions of Thm. as a function of the overparameterization ratio
(¢/1 = n1/m) and the shift power (6) for the (2, §)-diatomic LISD (Eq. @[)) with ¢ = ng/m = 0.5,
o = ReLU, v = 0.001, and ag = 0.1. (a) The test error exhibits the characteristic double descent
behavior for all shift powers. (b) The bias is a nonincreasing function of ¢/ for all shift powers,
as in Prop.[5.2] (¢) The variance is the source of the double-descent peak, and is a nonincreasing
function of ¢/ for all shift powers in the overparameterized regime, as in Prop. In (a,b), the
total error and bias are nonincreasing functions of 6, as in Prop.[5.1} (d) 1D horizontal slices of (a,b,c)
demonstrate the monotonicity in ¢/« predicted by Props. [5.2|and (e) 1D vertical slices of (a,b,c)
demonstrate the monotonicity in 6 predicted by Prop. [5.1|(the variance also appears monotonic, but
it need not be in general). (f) The generalization gap between the error on shifted and unshifted
distributions is a nonincreasing function of ¢/ in the overparameterized regime, as in Prop.
Markers in (d,e,f) show simulations for ng = 512 and agree well with the asymptotic predictions.

Theorem 5.1. Under Assumps. [I} and@) as no,ni,m — oo the test error Es« converges to
E, = B, + V,, with the bias B,, and variance V, given by

B, = ¢, (15)
83} * 2 — *
V= _P%Q_,y (Il,l(w +¢Lip)(w+1I7,) + %7711,212,2
rTaal +6T0) + o2 (w0 + 0T+ T+ S0ry) ). a6
where x is the unique nonnegative real root of x = wl;—z":l, 2—2 =— 7+py(w/¢ff)(w+¢zl’2), and
— )2 +4 — 1 1
A O LR TV R A R WL YAy o an
2¢y yoe gl

Numerical predictions from Thm. [5.T]can be obtained by first solving the self-consistent equation for
x by fixed-point iteration, = > UJIT_’LIITI’ and then plugging the result into the remaining terms. Fig.
shows excellent agreement between these asymptotic predictions and finite-size simulations.

At times we will find it convenient to consider the ridgeless limit of Thm.[5.1} By carefully expanding
x and 7 for small v, it is straightforward to obtain the following corollary.

Corollary 5.1. In the setting of Thn. @ as the ridge regularization constant v — 0, &, = B, +V,,
with By, given in Eq. (I5) and V,, given by

m(w702)> %
:r(l _ T, 6>
V, = f 2O D)@ HTE) Nyt R 22 , (18)
[0 — 9] T (w+ 6T1s) ¢ <Y
min(L.6/%)

where x is the unique positive real root of v = —_ 7



Taking o(x) = « and ¢ — 0 in Cor. yields an expression for the test error of ridgeless linear
regression that agrees with [24]] and with the asymptotic form of Prop. [3.1] (see Sec.[A4.2).

5.2 Harder shifts increase the bias and test error

The bias and variance in Thm. |5.1}depend on the covariate shift exclusively through 7 , — all other

terms such as z, 7, 7, and Z, ; only depend on the marginal of A under . The functionals Z7 ,

generalize the simple ratio of overlap coefficients to eigenvalues, IE,, [r/\], that characterizes the error

for linear regression (indeed, Z§ , = @K, [r/)]). In contrast, the error in the random feature setting is

a combination of multiple such terms. Nevertheless, Def. @enables comparisons of the individual
-~ , functionals, which provide sufficient conditions to order the error and bias.

Proposition 5.1. Consider two LISDs such that ji; < po (see Def.B.1). Then, in the setting of
Thm.[5.1} B, < B,, and, if 02 < w, E,,, < E,,,.

Prop. [5.1] shows that Def. [f.1] provides an essentially model-independent condition to determine
the impact of covariate shift on the test erroﬂ Interestingly, both the bias (which arises from
both regularization and model misspecification) and the total error (which has additional variance
contributions from the randomness induced by W, X, and €) respond to shifts in tandem in the
regime of small label noise. (For large label noise, the variance can dominate the error and cause
violations of monotonicity; see Sec. ) Prop. is illustrated for the («, #)-diatomic LISD in
Fig.[I} following the vertical lines upward in (a), (b), or the x-axis rightward in (e) yields easier shifts
and a corresponding decrease in the bias and total error.

5.3 The benefit of overparameterization

While Prop. @]shows that harder shifts increase the error, it is natural to wonder whether this increase
can be mitigated by judicious model selection. In practice, empirical investigations have shown that
the performance of large, overparameterized models tends to deteriorate less under distribution shift
than their smaller counterparts [26]. We obtain a number of theoretical results that formally prove the
benefit of overparameterization in our random feature setting.

First, we show that the bias decreases (or stays constant) when additional random features are added,
which increases the model capacity and accords with the intuition of the bias as a measure of the
model’s ability to fit the data.

Proposition 5.2. In the setting of Thm. the bias B,, is a nonincreasing function of the overpa-
rameterization ratio ¢ /.

In contrast to the bias, which is monotonic for all overparameterization ratios, the variance can
exhibit nonmonotonic behavior in the underparameterized regime. On the other hand, the following
proposition shows that in the overparameterized regime, the variance is also nonincreasing. Note that
our proof requires the setting of ridgeless regression (v = 0), but numerical investigation suggests
this condition may not be necessary (see Fig.[I).

Proposition 5.3. In the setting of Cor. and in the overparameterized regime (i.e. ) < ¢), the
variance V), is a nonincreasing function of the overparameterization ratio ¢ /.

The explosion of variance at the interpolation threshold and then its subsequent decay have been
demonstrated in previous exact asymptotic studies of random feature regression in the absence of
covariate shift, in stark contrast to what classical theory would suggest [2} 41]. Prop.[5.3]|confirms the
existence of analogous behavior under covariate shift.

Taken together, Props. [5.2]and [5.3]imply that some of the benefits of overparameterization extend
to models evaluated out-of-distribution. An additional benefit is that overparameterized models are
more robust: the difference in error between unshifted and shifted test distributions is smaller for
larger models. A formal statement of this enhanced robustness is given in the following result.

Proposition 5.4. Consider two LISDs such that j11 < po (see Def.B.1). Then, in the setting of

Cor. and in the overparameterized regime (i.e. 1) < @), the generalization gap E,,, — E,,, is a
nonincreasing function of the overparameterization ratio ¢ /1.

*The weak model-dependence arising from the condition o2 < w can instead be regarded as a small

label-noise condition that can always be satisfied for w > 0, which is true for any nonlinear o (see Sec. E])
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Figure 2: Linear relationship between in-distribution and out-of-distribution generalization error.
(a) Asymptotic predictions for shifted versus unshifted error for models with varying degrees of
overparameterization ¢/1) > 1, obtained via Cor.[5.1] for the (3, §)-diatomic LISD (Eq. (9)) with
¢ = ng/m = 0.5, 0 = ReLU, ¢ = 0.01 and two different values of the shift-power §. Markers
represent simulations for ng = 512. The negated errors are plotted so that performance improves left
to right and bottom to top, in order to match the behavior of the accuracy metric. (b) Reproduction
of the empirical results of [56}(63]], showing the relationship between the classification accuracy of
various models on the original ImageNet test set and two shifted ImageNet datasets: a “hard" dataset
with greyscale corruptions, Grey, and an “easy" dataset with high inter-annotator agreement, TopImgs.
In both (a) and (b), the slope is greater than one for the hard shift and less than one for the easy shift,
in accordance with Prop. @

In Fig.[T] Props. and [5.4]are illustrated. Following the horizontal lines rightward in (a), (b),
and (c) or the x-axis rightward in (d) and (f) leads to models with more parameters. The monotonicity
of the bias across the whole range of parameterization is evident, as is the necessity of considering
the monotonicity of the variance and generalization gap only when ¢ > ).

5.4 Linear trends between in-distribution and out-of-distribution generalization

We have discussed how overparameterization yields improvements on both unshifted and shifted test
distributions, which hints that these two quantities are positively correlated. Indeed, recent work has
suggested increasing model size as a path to increased robustness [26]. Additional empirical studies
have further refined this observation by discovering a linear relationship between the performance
of models of varying complexity on unshifted and shifted data [56}63]. In the context of ridgeless
random feature regression, we provide a formal proof of this linear relationship.

Proposition 5.5. In the setting of Cor.[5.1|and in the overparameterized regime (i.e. 1) < ),

w+If
L) B, (19)

Bu= B+ (E 2
" 0 w +1-1,1

SLOPE

parametrically in the overparameterization ratio ¢ /1, where Ey and SLOPE are constants indepen-
dent of ¢/, and E,,, is the error on the unshifted distribution. Moreover, SLOPE > 1 when 1 is
hard and SLOPE < 1 when p is easy.

Eq. implies a parametrically linear relationship between £, and E,,, by varying ¢/v. Prop.
also makes the nontrivial prediction that an improvement on the unshifted distribution leads to a
relatively greater improvement on the shifted distribution when the shift is hard, and to a relatively
smaller improvement when the shift is easy. This prediction is corroborated qualitatively in the data
from [551 156, 143]]. We plot this linear behavior in Fig.[2} where (a) shows the random feature model
and (b) shows an example of data from [56,|63]]. The striking similarity in these plots is evident.

5.5 Importance of assumptions

Props.[5.11[5.2] [5.3] [5.4] and [5.5] rely on a number of assumptions and conditions; here we show the
necessity of some of these prerequisites for our results.
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Figure 3: Relaxing the assumptions and conditions can lead to counterexamples to the propositions.
(a) Asymptotic predictions (solid lines) and simulations with ng = 4096 (markers) for the total error,
bias, and variance for the (4, #)-diatomic LISD with ¢ = 4, ¢ = 0.25, v = 10~*, and o = ReLU
(implying w =1 — % ~ 0.36) as a function of increasing shift power #. When 02 < w (dashed
curves), the bias and total error are nonincreasing, as predicted by Prop. [5.1] though the variance
is not. When o2 > w (solid curves), the total error is no longer nonincreasing. (b) Asymptotic
predictions (solid lines) and simulations with ng = 256 (markers) for the total error with ¢ = 0.5,
v = 0.1, 0 = ReLU and 02 = 0.01 as a function of the overparameterization ratio ¢ /1 for four
different LJSDs pi1, . . ., 14, chosen such that the only comparable pairs of LISDs under the partial
order in Def. d.T)are f1q1 > pa and po > puq, and the strict ordering of the error for those pairs is
seen for all values of ¢ /1. The orange (u2) and green (p3) curves cross one another, illustrating how
nonmonotonicity of overlap ratios in Def. [4.T|can induce model-dependence in the ordering of the
error. (¢) Asymptotic predictions (solid lines) and simulations for ng = 512 (markers) for shifted
versus unshifted error for models with varying values of the overparameterization ratio ¢ /1), obtained
via Thm. [5.1]for the (3, —1/2)-diatomic LISD with ¢ = 0.5, o = ReLU, 02 = 0.01, and = 0.005.
While the relationship is nearly linear in the overparameterized regime, it is markedly nonlinear in
the underparameterized regime, highlighting the importance of overparameterization in Prop. @

Prop. relies on a small label-noise condition (03 < w) to ensure that the total error is ordered
with respect to shift strength. The reason this condition is necessary is that the variance can actually
increase as shifts become easier. While Fig. [T| presented a configuration for which the bias, variance,
and error all decrease for easier shifts, Fig. [3[a) shows that a decrease is not guaranteed for the
variance, and that it can increase even under the small label-noise condition. Moreover, while the
bias continues to decrease for large label noise (02 > w), the variance can become so large that bias
can no longer offset it, causing the error itself to increase, as seen in Fig. 3[a).

The strict ordering of overlap coefficients in Def. @.1] are also necessary to guarantee a complete
decoupling of the model and the shift strength. In the absence of these conditions, Fig. [3(b) shows
how even a single out-of-order overlap coefficient induces a violation of the monotonicity with respect
to shift strength suggested by Prop. [5.1] (this example is detailed further in Sec.[A8).

Finally, we note that the exact linear relationship between in-distribution and out-of-distribution
generalization characterized by Prop.[5.5]in Eq. (I9) relies crucially on the overparameterization
condition, 1) < ¢, as evidenced in Fig.[3(c), which shows marked nonlinearity in the underparameter-
ized regime. This observation is perhaps unsurprising, as severely underparameterized models tend
towards chance predictions, which produce comparable errors on shifted and unshifted data. Indeed,
similar nonlinear behavior is seen in the low-accuracy regime for realistic models [56, Figure 17].

6 Conclusion

We have presented an exact, asymptotic calculation of the test error, bias, and variance for random
feature kernel regression in the presence of covariate shift. After defining a partial order over covariate
shifts (motivated by the setting of linear regression), we have proved that harder shifts imply increased
error. Our results capture many empirical phenomena such as the fact that overparameterization is
beneficial even under covariate shift and that a linear relationship exists between the generalization
error on shifted and unshifted data. Future directions include extending our results to the non-
asymptotic regime, accommodating feature learning and more general neural network models, and
investigating the impact of covariate shift for other loss functions.

10



Acknowledgments and Disclosure of Funding

The authors would like to thank Rodolphe Jenatton, Horia Mania, Ludwig Schmidt, D. Sculley,
Vaishaal Shankar, Lechao Xiao, and Steve Yadlowsky for valuable discussions.

This work was performed at and funded by Google. No third party funding was used.

References

[1] B. Adlam, J. Levinson, and J. Pennington. A random matrix perspective on mixtures of
nonlinearities for deep learning. arXiv preprint arXiv:1912.00827, 2019.

[2] B. Adlam and J. Pennington. The neural tangent kernel in high dimensions: Triple descent and
a multi-scale theory of generalization. In Proceedings of the 37th International Conference on
Machine Learning, ICML 2020, 13-18 July 2020, Virtual Event, volume 119 of Proceedings of
Machine Learning Research, pages 74-84. PMLR, 2020.

[3] B. Adlam and J. Pennington. Understanding double descent requires a fine-grained bias-variance
decomposition. In H. Larochelle, M. Ranzato, R. Hadsell, M. F. Balcan, and H. Lin, editors,
Advances in Neural Information Processing Systems, volume 33, pages 11022—-11032. Curran
Associates, Inc., 2020.

[4] M. S. Advani, A. M. Saxe, and H. Sompolinsky. High-dimensional dynamics of generalization
error in neural networks. Neural Networks, 132:428-446, 2020.

[5] M. Banna, F. Merlevede, and M. Peligrad. On the limiting spectral distribution for a large
class of symmetric random matrices with correlated entries. Stochastic Processes and their
Applications, 125(7):2700-2726, 2015.

[6] M. Banna, J. Najim, and J. Yao. A CLT for linear spectral statistics of large random information-
plus-noise matrices. Stochastic Processes and their Applications, 130(4):2250-2281, 2020.

[7] P. L. Bartlett, A. Montanari, and A. Rakhlin. Deep learning: a statistical viewpoint, 2021.

[8] C.J. Becker, C. M. Christoudias, and P. Fua. Non-linear domain adaptation with boosting. In
C.J. C. Burges, L. Bottou, M. Welling, Z. Ghahramani, and K. Q. Weinberger, editors, Advances
in Neural Information Processing Systems, volume 26. Curran Associates, Inc., 2013.

[9] M. Belkin, D. Hsu, S. Ma, and S. Mandal. Reconciling modern machine-learning practice
and the classical bias—variance trade-off. Proceedings of the National Academy of Sciences,
116(32):15849-15854, 2019.

[10] S. Ben-David, J. Blitzer, K. Crammer, and F. Pereira. Analysis of representations for domain
adaptation. In B. Scholkopf, J. Platt, and T. Hoffman, editors, Advances in Neural Information
Processing Systems, volume 19. MIT Press, 2007.

[11] C. Cortes and M. Mohri. Domain adaptation and sample bias correction theory and algorithm
for regression. Theor. Comput. Sci., 519:103-126, 2014.

[12] A.D’Amour, K. Heller, D. Moldovan, B. Adlam, B. Alipanahi, A. Beutel, C. Chen, J. Deaton,
J. Eisenstein, M. D. Hoffman, et al. Underspecification presents challenges for credibility in
modern machine learning. arXiv preprint arXiv:2011.03395, 2020.

[13] Y. Deshpande and A. Montanari. Sparse pca via covariance thresholding. Journal of Machine
Learning Research, 17(141):1-41, 2016.

[14] E. Dobriban and S. Wager. High-dimensional asymptotics of prediction: Ridge regression and
classification. The Annals of Statistics, 46(1):247 — 279, 2018.

[15] J. Duchi, T. Hashimoto, and H. Namkoong. Distributionally robust losses for latent covariate
mixtures, 2020.

[16] J. C. Duchi and H. Namkoong. Learning models with uniform performance via distributionally
robust optimization. The Annals of Statistics, 49(3):1378 — 1406, 2021.

11



[17] L. Erdos. The matrix dyson equation and its applications for random matrices. arXiv preprint
arXiv:1903.10060, 2019.

[18] L. Erdés, H.-T. Yau, and J. Yin. Bulk universality for generalized wigner matrices. Probability
Theory and Related Fields, 154(1-2):341-407, 2012.

[19] R.R. Far, T. Oraby, W. Bryc, and R. Speicher. Spectra of large block matrices. arXiv preprint
¢s/0610045, 2006.

[20] X. Glorot, A. Bordes, and Y. Bengio. Domain adaptation for large-scale sentiment classification:
A deep learning approach. In Proceedings of the 28th International Conference on Interna-
tional Conference on Machine Learning, ICML 11, page 513-520, Madison, WI, USA, 2011.
Omnipress.

[21] I. Goodfellow, Y. Bengio, and A. Courville. Deep learning. MIT press, 2016.

[22] I.J. Goodfellow, J. Shlens, and C. Szegedy. Explaining and harnessing adversarial examples. In
Y. Bengio and Y. LeCun, editors, 3rd International Conference on Learning Representations,
ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Conference Track Proceedings, 2015.

[23] G. Grimmett. Percolation. In Percolation, pages 1-31. Springer, 1999.

[24] T. Hastie, A. Montanari, S. Rosset, and R. J. Tibshirani. Surprises in high-dimensional ridgeless
least squares interpolation. arXiv preprint arXiv:1903.08560, 2019.

[25] J. W. Helton, T. Mai, and R. Speicher. Applications of realizations (aka linearizations) to free
probability. Journal of Functional Analysis, 274(1):1-79, 2018.

[26] D. Hendrycks, S. Basart, N. Mu, S. Kadavath, F. Wang, E. Dorundo, R. Desai, T. Zhu, S. Parajuli,
M. Guo, D. Song, J. Steinhardt, and J. Gilmer. The many faces of robustness: A critical analysis
of out-of-distribution generalization. In Proceedings of the IEEE/CVF International Conference
on Computer Vision (ICCV), pages 8340-8349, October 2021.

[27] D. Hendrycks and T. G. Dietterich. Benchmarking neural network robustness to common
corruptions and perturbations. In 7th International Conference on Learning Representations,
ICLR 2019, New Orleans, LA, USA, May 6-9, 2019. OpenReview.net, 2019.

[28] S. Ioffe and C. Szegedy. Batch normalization: Accelerating deep network training by reducing
internal covariate shift. In Proceedings of the 32nd International Conference on International
Conference on Machine Learning - Volume 37, ICML’15, page 448-456. JMLR.org, 2015.

[29] A.Jacot, F. Gabriel, and C. Hongler. Neural tangent kernel: Convergence and generalization in
neural networks. In Proceedings of the 32nd International Conference on Neural Information
Processing Systems, NIPS’ 18, page 8580-8589, Red Hook, NY, USA, 2018. Curran Associates
Inc.

[30] D. Kobak, J. Lomond, and B. Sanchez. The optimal ridge penalty for real-world high-
dimensional data can be zero or negative due to the implicit ridge regularization. Journal
of Machine Learning Research, 21(169):1-16, 2020.

[31] P. W. Koh, S. Sagawa, H. Marklund, S. M. Xie, M. Zhang, A. Balsubramani, W. Hu, M. Ya-
sunaga, R. L. Phillips, I. Gao, T. Lee, E. David, 1. Stavness, W. Guo, B. Earnshaw, 1. Haque,
S. M. Beery, J. Leskovec, A. Kundaje, E. Pierson, S. Levine, C. Finn, and P. Liang. Wilds: A
benchmark of in-the-wild distribution shifts. In M. Meila and T. Zhang, editors, Proceedings
of the 38th International Conference on Machine Learning, volume 139 of Proceedings of
Machine Learning Research, pages 5637-5664. PMLR, 18-24 Jul 2021.

[32] A. Kumar, T. Ma, and P. Liang. Understanding self-training for gradual domain adaptation. In
H. D. IIT and A. Singh, editors, Proceedings of the 37th International Conference on Machine
Learning, volume 119 of Proceedings of Machine Learning Research, pages 5468-5479. PMLR,
13-18 Jul 2020.

12



[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]
[46]

J. Lee, Y. Bahri, R. Novak, S. S. Schoenholz, J. Pennington, and J. Sohl-Dickstein. Deep neural
networks as gaussian processes. In 6th International Conference on Learning Representations,
ICLR 2018, Vancouver, BC, Canada, April 30 - May 3, 2018, Conference Track Proceedings.
OpenReview.net, 2018.

J. Lee, S. Schoenholz, J. Pennington, B. Adlam, L. Xiao, R. Novak, and J. Sohl-Dickstein.
Finite versus infinite neural networks: an empirical study. In H. Larochelle, M. Ranzato,
R. Hadsell, M. F. Balcan, and H. Lin, editors, Advances in Neural Information Processing
Systems, volume 33, pages 15156-15172. Curran Associates, Inc., 2020.

Z. Liao, R. Couillet, and M. W. Mahoney. A random matrix analysis of random fourier features:
beyond the gaussian kernel, a precise phase transition, and the corresponding double descent.
In H. Larochelle, M. Ranzato, R. Hadsell, M. F. Balcan, and H. Lin, editors, Advances in
Neural Information Processing Systems, volume 33, pages 13939-13950. Curran Associates,
Inc., 2020.

M. Long, H. Zhu, J. Wang, and M. I. Jordan. Unsupervised domain adaptation with residual
transfer networks. In Proceedings of the 30th International Conference on Neural Information
Processing Systems, NIPS’ 16, page 136—144, Red Hook, NY, USA, 2016. Curran Associates
Inc.

M. Long, H. Zhu, J. Wang, and M. 1. Jordan. Deep transfer learning with joint adaptation
networks. In D. Precup and Y. W. Teh, editors, Proceedings of the 34th International Conference
on Machine Learning, volume 70 of Proceedings of Machine Learning Research, pages 2208—
2217, International Convention Centre, Sydney, Australia, 06—11 Aug 2017. PMLR.

C. Louart, Z. Liao, R. Couillet, et al. A random matrix approach to neural networks. The Annals
of Applied Probability, 28(2):1190-1248, 2018.

A. Madry, A. Makelov, L. Schmidt, D. Tsipras, and A. Vladu. Towards deep learning models
resistant to adversarial attacks. In 6th International Conference on Learning Representations,
ICLR 2018, Vancouver, BC, Canada, April 30 - May 3, 2018, Conference Track Proceedings.
OpenReview.net, 2018.

H. Mania and S. Sra. Why do classifier accuracies show linear trends under distribution shift?,
2021.

S. Mei and A. Montanari. The generalization error of random features regression: Precise
asymptotics and the double descent curve. Communications on Pure and Applied Mathematics,
06 2021.

G. Mel and S. Ganguli. A theory of high dimensional regression with arbitrary correlations
between input features and target functions: sample complexity, multiple descent curves and
a hierarchy of phase transitions. In M. Meila and T. Zhang, editors, Proceedings of the
38th International Conference on Machine Learning, volume 139 of Proceedings of Machine
Learning Research, pages 7578-7587. PMLR, 18-24 Jul 2021.

J. Miller, K. Krauth, B. Recht, and L. Schmidt. The effect of natural distribution shift on question
answering models. In H. D. IIT and A. Singh, editors, Proceedings of the 37th International
Conference on Machine Learning, volume 119 of Proceedings of Machine Learning Research,

pages 6905-6916. PMLR, 13-18 Jul 2020.

J. P. Miller, R. Taori, A. Raghunathan, S. Sagawa, P. W. Koh, V. Shankar, P. Liang, Y. Carmon,
and L. Schmidt. Accuracy on the line: on the strong correlation between out-of-distribution
and in-distribution generalization. In M. Meila and T. Zhang, editors, Proceedings of the

38th International Conference on Machine Learning, volume 139 of Proceedings of Machine
Learning Research, pages 7721-7735. PMLR, 18-24 Jul 2021.

J. A. Mingo and R. Speicher. Free probability and random matrices, volume 35. Springer, 2017.

Z. Nado, S. Padhy, D. Sculley, A. D’ Amour, B. Lakshminarayanan, and J. Snoek. Evaluat-
ing prediction-time batch normalization for robustness under covariate shift. arXiv preprint
arXiv:2006.10963, 2020.

13



[47] V. Nagarajan and J. Z. Kolter. Uniform convergence may be unable to explain generalization
in deep learning. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d Alché-Buc, E. Fox, and
R. Garnett, editors, Advances in Neural Information Processing Systems, volume 32. Curran
Associates, Inc., 2019.

[48] R. M. Neal. Priors for infinite networks. In Bayesian Learning for Neural Networks, pages
29-53. Springer, 1996.

[49] B. Neyshabur, S. Bhojanapalli, D. Mcallester, and N. Srebro. Exploring generalization in deep
learning. In I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and
R. Garnett, editors, Advances in Neural Information Processing Systems, volume 30. Curran
Associates, Inc., 2017.

[50] Y. Ovadia, E. Fertig, J. Ren, Z. Nado, D. Sculley, S. Nowozin, J. Dillon, B. Lakshminarayanan,
and J. Snoek. Can you trust your models uncertainty? evaluating predictive uncertainty under
dataset shift. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d Alché-Buc, E. Fox, and
R. Garnett, editors, Advances in Neural Information Processing Systems, volume 32. Curran
Associates, Inc., 2019.

[51] S. Péché et al. A note on the pennington-worah distribution. Electronic Communications in
Probability, 24, 2019.

[52] J. Pennington and P. Worah. Nonlinear random matrix theory for deep learning. In I. Guyon,
U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, editors,
Advances in Neural Information Processing Systems, volume 30. Curran Associates, Inc., 2017.

[53] J. Pennington and P. Worah. The spectrum of the fisher information matrix of a single-hidden-
layer neural network. In S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi,
and R. Garnett, editors, Advances in Neural Information Processing Systems, volume 31. Curran
Associates, Inc., 2018.

[54] A.Rahimi and B. Recht. Random features for large-scale kernel machines. In J. Platt, D. Koller,
Y. Singer, and S. Roweis, editors, Advances in Neural Information Processing Systems, vol-
ume 20. Curran Associates, Inc., 2008.

[55] B. Recht, R. Roelofs, L. Schmidt, and V. Shankar. Do cifar-10 classifiers generalize to cifar-10?
arXiv preprint arXiv:1806.00451, 2018.

[56] B. Recht, R. Roelofs, L. Schmidt, and V. Shankar. Do imagenet classifiers generalize to
imagenet? In K. Chaudhuri and R. Salakhutdinov, editors, Proceedings of the 36th International
Conference on Machine Learning, ICML 2019, 9-15 June 2019, Long Beach, California, USA,
volume 97 of Proceedings of Machine Learning Research, pages 5389-5400. PMLR, 2019.

[57] D. Richards, J. Mourtada, and L. Rosasco. Asymptotics of ridge(less) regression under general
source condition. In A. Banerjee and K. Fukumizu, editors, Proceedings of The 24th Inter-
national Conference on Artificial Intelligence and Statistics, volume 130 of Proceedings of
Machine Learning Research, pages 3889-3897. PMLR, 13—-15 Apr 2021.

[58] D. V. Rosen. On moments of the inverted wishart distribution. Statistics, 30(3):259-278, 1997.

[59] S.Sagawa, P. W. Koh, T. B. Hashimoto, and P. Liang. Distributionally robust neural networks. In
8th International Conference on Learning Representations, ICLR 2020, Addis Ababa, Ethiopia,
April 26-30, 2020. OpenReview.net, 2020.

[60] L. Schmidt, S. Santurkar, D. Tsipras, K. Talwar, and A. Madry. Adversarially robust generaliza-
tion requires more data. In S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi,
and R. Garnett, editors, Advances in Neural Information Processing Systems, volume 31. Curran
Associates, Inc., 2018.

[61] V. Shankar, A. Fang, W. Guo, S. Fridovich-Keil, J. Ragan-Kelley, L. Schmidt, and B. Recht.
Neural kernels without tangents. In H. D. III and A. Singh, editors, Proceedings of the
37th International Conference on Machine Learning, volume 119 of Proceedings of Machine
Learning Research, pages 8614-8623. PMLR, 13-18 Jul 2020.

14



[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

[70]

M. Sugiyama, M. Krauledat, and K.-R. Miiller. Covariate shift adaptation by importance
weighted cross validation. Journal of Machine Learning Research, 8(35):985-1005, 2007.

R. Taori, A. Dave, V. Shankar, N. Carlini, B. Recht, and L. Schmidt. Measuring robustness to
natural distribution shifts in image classification. In H. Larochelle, M. Ranzato, R. Hadsell, M. F.
Balcan, and H. Lin, editors, Advances in Neural Information Processing Systems, volume 33,
pages 18583-18599. Curran Associates, Inc., 2020.

N. Tripuraneni, B. Adlam, and J. Pennington. Covariate shift in high-dimensional random
feature regression. arXiv preprint arXiv:2111.08234, 2021.

R. Vershynin. High-Dimensional Probability: An Introduction with Applications in Data
Science. Cambridge Series in Statistical and Probabilistic Mathematics. Cambridge University
Press, 2018.

M. J. Wainwright. High-Dimensional Statistics: A Non-Asymptotic Viewpoint. Cambridge
Series in Statistical and Probabilistic Mathematics. Cambridge University Press, 2019.

D. Wu and J. Xu. On the optimal weighted {2 regularization in overparameterized linear
regression. In H. Larochelle, M. Ranzato, R. Hadsell, M. F. Balcan, and H. Lin, editors,
Advances in Neural Information Processing Systems, volume 33, pages 10112—-10123. Curran
Associates, Inc., 2020.

Z. Yang, Y. Bai, and S. Mei. Exact gap between generalization error and uniform convergence in
random feature models. In M. Meila and T. Zhang, editors, Proceedings of the 38th International
Conference on Machine Learning, ICML 2021, 18-24 July 2021, Virtual Event, volume 139 of
Proceedings of Machine Learning Research, pages 11704-11715. PMLR, 2021.

H. Zhao, R. T. D. Combes, K. Zhang, and G. Gordon. On learning invariant representations
for domain adaptation. In K. Chaudhuri and R. Salakhutdinov, editors, Proceedings of the
36th International Conference on Machine Learning, volume 97 of Proceedings of Machine
Learning Research, pages 7523-7532. PMLR, 09-15 Jun 2019.

H. Zhao, S. Zhang, G. Wu, J. M. F. Moura, J. P. Costeira, and G. J. Gordon. Adversarial
multiple source domain adaptation. In S. Bengio, H. Wallach, H. Larochelle, K. Grauman,
N. Cesa-Bianchi, and R. Garnett, editors, Advances in Neural Information Processing Systems,
volume 31. Curran Associates, Inc., 2018.

15



Appendix: Overparameterization Improves Robustness to
Covariate Shift in High Dimensions
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Al Useful inequalities

Here we include the statements and proofs of several auxiliary inequalities that we use throughout
the Appendix.

Al.1 Basic properties of the self-consistent equation for x

We begin by establishing several basic inequalities. The definitions of the following quantities can be
found in Thm.[5.]

Lemma Al.1. We have the following bounds: w,7,7,2, L, > 0 and g—: <0.

Proof. As shown in [53]] for the unit-variance case, a simple Hermite expansion argument establishes
the relation n > ¢, which implies w = s(n/¢ — 1) > 0. From Eqs. (A343) and (A344), 7 and T are
traces of positive semi-definite matrices and are therefore nonnegative. From the same equations, it
follows that x = yp77 > 0. Nonnegativity of x implies Z, ;, > 0 and Z; , > 0 from their definitions

in Eq. . Finally, using the nonnegativity of w, 7, 7, x, and Z, 3, the expression for g—: in Thm.
immediately gives,

g _ _ — <0. (A1)
Oy py(GT+T)(w+ ¢ 2)

O

+Z

Next we show that the self-consistent equation z = wl_“’;l appearing in Thm. and defined in
Eq. (A343)) admits a unique positive real solution for z.

1—~y7
w+Zy1"

Lemma A1.2. There is a unique real x > 0 satisfying x =

Proof. Lett =1/x > 0 and define

h(t) = t(p(w — o)+ \/PQ;lﬁw— ) + 2ypd/t

which is a rewriting of Eq. (A345). It suffices to show that & admits a unique real positive root. To
that end, first observe that lim; ,oZ; 1(1/t) = 0 and lim;_,o Z1 1(1/t) = s, so that

h(0)=w >0 and tlggo h(t)/t = —min{l,¢/¢} <0, (A3)

)FwTa/n, A2

which together imply that & has an odd number of positive real roots. Next, we show that h is concave

fort > 0:
W'(t) = _%( ¥ poi
5\ (P2 (¥ — )2 + dypdi) /)32
which implies that h has at most two positive real roots. Therefore, we conclude that h has exactly
one positive real root.

+ Ta(1/1) <0, (Ad)

O

Al.2 7 and Z* inequalities

We now establish some useful properties of the Z and Z* functionals defined in Eq. (I4). To begin,
we note that simple algebraic manipulations establish the following raising and lowering identities:

Zo1p-1=¢Ly1p+xL,, and I;—l,b—l = QSI;_U) + II;J). (AS)

Next, we consider how the partial order of LISDs given in Def. {f.1]leads to inequalities on the
Z* functionals. We let (Z; ;)1 and (Z;; )2 to denote the corresponding functionals with the LISDs
w1 and po respectively. Similarly, when comparing two different LISDs we define s; as the test
covariance scale for u; for i € {1,2}. We can then establish the following useful lemma used in the
sequel.



Lemma A1.3. Let j11 < i3, 50 o is harder than iy (recall Def. H-1). Suppose the functions f, g, h :
R — Rare such that f(X) = g(A)h(\), where g(X) is nonnegative and h(\) is nonincreasing for all
A > 0, then

EulrfN)] _ Eulrg(V)]

Ep, [rf(N)] = E,,[rg(\)]’ (A6)
If instead h(\) is nondecreasing for all X > 0, then

Eu, [rf(N)] o Eu [rg(\)]

By, [rf(N)] = E,,[rg(\)]’ (A7)

Proof. By the law of iterated expectation, we have

B [rg(M A Ep, [r[A]
B [rg(N)] B, [r|A]

Note that the expectation E, in Eq. over A is the same under p; and py by assumption.

Moreover, the function i (\) is nonincreasing in A > 0 by assumption. Finally, observe that the factor
E,.,[rg(A)|A]/E,, [rg(\)] defines a change in distribution for the random variable )\, since taking its

expectation over A yields 1. Denote a new random variable with this distribution by . Then, we may
apply the Harris inequalityﬂ to Eq. to see

Ey [nf(\)] = Ep[rg(V]Es { |- (A8)

(B, [rN]
B, [T (V] = By [rg(V]E5 *“[’"th] (A9)
| By [ A]
By [r1A 5
E E; || Es |h Al
< EulrgIEs | 220 Bs [n(V)] (A10)
(B, [rg(M)|A E I[TI/\]} {Eu2[7"g(/\)l/\}
=E M|E K £ E h(A All
A ey M Rl ooy A B
By, [rg(V)]
=—"—"=FE, A . Al2
Blrg] ) (12
To prove Eq. (A7), apply the same argument to —h, which is nonincreasing when  is nondecreasing.
O

The following corollary is an immediate consequence of Lem. [AT.3]
Corollary Al.1. Let ju; < pio (recall Def.[|.1). Then, for a > 0,
(Iia)Q (Iia)l

_ > 0. (A13)
S92 51

If Assump. [ also holds,
(Iik,a)Q > (Iik,a)l’ (Al4)

Proof. This result follows from Lem. by choosing g : A — land h : A — ¢(¢ + zA)™°
and recalling by definitions s; = E,,, [r| and sy = E,,, [r]. For the second conclusion, note when
Assump. A holds s; = s = s,. O

A2 Hardness is a partial order

We restate Def. 4.1 for clarity.

Definition A2.1 (Restatement of Def. 1) Let ju1 and o be LISDs with the same marginal distribu-
tion of \. If the asymptotic overlap coefficients are such that E,,, [r|\]/E,,, [r|\] is nondecreasing as
a function of X and E,, [r] < E,,, [r], we say ., is easier than jis (or pio is harder than ), and write
w1 < peo. Comparing against the case of no shift jy, we say ji1 is easy when (13 < pg and hard when
M1 = g

3See for example [23] Section 2.2].




Proposition A2.1. Def.[4.1|(and Def. form a partial order over covariate shifts yu.

Proof. Reflexivity is clearly satisfied as E,,[r] < E,[r] and E,[r|A]/E,[r|\] = 1 is nondecreasing
for all p.

For antisymmetry, we see 11 < po and po < g imply E,,, [r] =E,,[r] and that E,,, [r|A]/E,, [r|A]
is constant in X as it is nonincreasing and nondecreasing. However, setting E,,, [r|A] = cE,,, [r|A]
and taking expectation over A and rearranging yields 1 = E, [r]/E,,[r] = ¢ so in fact
E,, [r|A\] = E,,[r|\]. Assuming that ;1 and po are absolutely continuous (the case where they
are a sum of point masses is similar), we can write their densities as p;(\, ) = p;(A)p;(r|A). By
assumption p1 (\) = pa(A), so it suffices to show p1 (r|A) = p2(r|A) almost everywhere. Next note

0 =Bl — Bl = [ r(rlr10) = pa(rlA) o (A15)

but since > 0 over the domain of the integral, we have p; (r|\) — p2(r|A\) = 0 almost everywhere.

)=
Finally, for transitivity assume 11 < o and pp < pg, then clearly E,, [r] < E,,[r] < E,,[r]. Next
note
Bl _ Bl Byl "
Eus[rlAl - B [r[A] By [r[A]

so B, [r|A]/E,, [r|A] is the product of two nondecreasing, positive functions and is thus also nonde-
creasing. O

A3 Repeated eigenvalues of X

When ¥ has repeated eigenvalues (denote one such by ), its eigendecomposition is not unique, since
the eigenvectors associated to A need only span the eigenspace {v : v = Av}. Specifically, if the

eigenspace of \ has dimension 7, then the eigenvectors vi\, R vﬁ , are orthonormal but not unique.
However, for any other choice of orthonormal vectors w7, . . . ,Wi)\ that span the eigenspace of \,

there exists some orthogonal matrix O such that W = VO, where V and W contain the two bases as
their columns.

Letvy,..., v, and AT,..., A} denote a choice for the eigenvectors and eigenvalues of 3*. The
nonuniqueness of the eigenvectors implies that the corresponding overlaps to >*, defined as

no
= Z(vj -V;W\)Q)\; = (v)) o) (A17)

are also not unique (but do not depend on the choice of eigendecomposition for >*). However, we note
that the conditional expectation E[r|)\] for the EJSD is invariant to the choice of eigendecomposition
for . Indeed, for V, we have

L3N nx
1

E[r|\] = — Z Z v o v = (VT 2*V), (A18)

=1 =1

but this is the same as tr(W T ZW) using W = VO and the cyclic property of the trace.

Since E[r|A] under the EJSD is invariant to the choice of eigendecomposition for ¥, this will also
be true of the LISD. Said differently, while the choice of eigendecomposition affects both the EJSD
and its corresponding LJSD, all possible choices of eigendecomposition lead to JSD in the same
equivalence class, where 7 and pio are equivalent when E, [r|A] = E,, [r|A].

Finally, since all potential EJSDs associated to > and X* are in the same equivalence class, the
particular choice has no affect on their downstream use. Specifically, Def. 4. 1]is not changed as it
depends only on E[r|)], and none of the functionals of 4 (e.g. Z, ; and Z ) are changed due to the
law of iterated expectation.



A4 Test error for linear regression

A4.1 Asymptotic and nonasymptotic results for m > ng + 1

We present a short proof of the nonasymptotic test error for linear regression.

Recall data is generated via the model for y; = 37 x;/\/ng + €;, which is fit with the ridgeless linear

regression estimator B = (XX T)71XY. Although in the main text we have assumed the same
isotropic prior on [ that we utilize for the random feature model, no generative assumption is needed
on f for this result.

Proof of Prop.[3.1} Under the condition m > ng+1, the sample covariance is almost surely invertible
so the test error can be written as

By =E {(BTX/\/TT— BTX)Q} (A19)
=oltr (S*E[(XX )71 (A20)
L U—TY( 5 Yo ) (A21)

‘m—mng—1

where we used the cyclicity and linearity of the trace, as well as a formula for the expectation of the
inverse sample covariance of a Gaussian matrix (which applies when m > ng+ 1) from [58, Theorem
3.1]. The asymptotic form of the result follows from the limit in the proportional asymptotics:

2
E,= lim FEy. = 9 g

no,m—0o0 1— ¢

E.[r/A]. (A22)
O

Next we prove Prop. [3.2)using the Harris inequality before proving a slightly more general result that
properly handles the case where 2 may have repeated eigenvalues.

Proof of Prop.[3.2] Using the Harris inequality,

2 - no 2 no
ELR B a.no tr(E;) Ti2 Tl 1 < O 1o ET 1 Ti,2 LR A23
= 1 Zfz* X = 1tr(35) no &~ \i ;) (A23)
m—ng—1 ng “tr(X3)riz A~ m—mno— tr(X3) no — A
since 1/A; and r; 1 /7; 2 are nonincreasing and nondecreasing in ¢ respectively. O

Prop [3.2) can be strengthened, and doing so motivates the occurrence of the conditional expectation
in Def. 4.1] Note that we assume that the eigenvalues of ¥ are in nondecreasing order, and each
eigenvalue has associated to it two overlap coefficients, 7; 1 and r; 2. Prop. -assumes that r; 1 /7 2
form a nondecreasing sequence. However, what happens when ¥ has repeated elgenvalues" In
this case, the ordering of the A; can be changed, which in turn changes the associated r; 1 and 7; ».
Therefore, the assumption on r; 1 /7; 2 is too strong—reordering the repeated eigenvalues might be
sufficient to satisfy the condition even if it is violated for the original ordering. Instead, we can
introduce the conditional expectation to handle this more gracefully.

In the following, we use \q,..., A to denote the k non-repeated eigenvalues of the training co-
variance ¥ and the sets S; for j € {1,...,k} to denote the indices of eigenvalues in {1,...,no}
associated to the jth repeated eigenvalue of 3. Analogously, we define the corresponding non-
repeated overlap coefficients as,

Zn, je{L... k} (A24)
1€S
This is equivalent to the conditional expectation discussed in Eq. (AT8). In this case, the measure-
theoretic definition of hardness in Def. 4 becomes equivalent to stating that the sequence L2 g
kK

nondecreasing as j ranges from {1, .. when X3 is harder then X7 (here 7 ; and 7 » denote the
non-repeated overlap coefficients of E* and X3 respectlvely)



Proposition Ad.1. Let 7; 1 and 7; 2 denote the non-repeated overlap coeﬁ‘iczenmﬂ of X1 and X3
relative to . If tr(X35) > tr(X3) and the ratios 7;1/7; 2 form a nondecreasing sequence, then
EXR > IR

2 1

Proof. From Prop B.1] it is enough to show tr(X3X7!) > tr(X{X!). First, note that
Py mia =35 [8]#1 = tr(X}) and Zz 172 = 305 |S)170 = tr(X5). Then,

k1 — i1 j T 1 1
tr(TIe ) = Z L Z\ jltr f’ 5 (A25)
1=1 32
T T 1
< (2 Z\ Sl ” 2 Z\SItr 0% (A26)
tr(X7) -1
= tr(25% A27
tI‘(E;) I'( 2 ) ( )
< (T2, (A28)

where the inequality is a consequence of the Harris inequality (see e.g. [23l Section 2.2]): since
|Sj|75,1/A; is a normalized measured with respect to j, the sequence 1/; is nonincreasing in j,
while the sequence 7; 1 /7; o is nondecreasing in j. O

A4.2 Linear regression limit of random feature regression

In this section, we show that taking an appropriate limit of Cor. [5.1] recovers existing results for
ridgeless linear regression in high-dimensions. These results fall into two cases based on whether
¢ < 1lor¢ > 1. InSec.[A4.2.1] we consider ¢ < 1 and Prop.[3.1|from the main text. In Sec.
we consider ¢ > 1 and Cor. 2 of [24].

To recover these results, we let o approach the identity activation function and ) — qﬂ since as
more random features are added the kernel concentrate around its asymptotic limit. Moreover, since
we are taking the limit 1) — 0 and we assume ¢ > 0, we may assume ¢ > ¥ in all calculations for
simplicity. We also note that as o approaches the identity, the constants associated to ¢ approach the
following limits:

7, =1 and w —0. (A29)
From Cor. 5.1] the expression for the total error is
* 1/1 s ‘T(w - 02) *
Ey=¢Ii,+ mﬂ?((’? + L) (w+Ii,) + 17(1 - ?21;2)12,27 (A30)

where = 1/(w + Z; 1) since we are assuming ) < ¢. Taking the limit 1) — 0, the total error E,,
converges to
r(w —0?)

Tyt a(i- HE29D)
¢Ii 5+ 1— 22T,

)I;’Q. (A31)

A4.2.1 Recovering asymptotic form of Prop.[3.1/for ¢ < 1

Recall that Prop. [3.1]assumes that ¢ < 1. We begin by analyzing the solution to the self-consistent
equation for x in the ridgeless limit when the activation function o becomes linear.

Lemma A4.1. Suppose 0 < ¢ < 1 and ¢y < ¢. In the ridgeless limit, the solution x to the
self-consistent equation in Cor:[5.1]
1

- A3
e AR (A32)

satisfies lim, o x = oo.

SRecall the definition in Eq. 1|
"The order of these limits does not change the result, but for concreteness we take take the limit as 1) — 0

first.




Proof. From the definition of Z; 1, we see

A ¢ A ¢
Tii1=¢E, | ——| = — —| < - A33
=0 ”{d)+)\x} T “Lb/er/\}_z ( )
Using Eq. (A32)), we find > (1 — ¢)/w. Taking w — 0 completes the proof. O

From Lem. [A4.T] the solution to the self-consistent equation for « diverges, i.e. x — oo as o becomes
linear. In this case, by the dominated convergence theorem, we have that

_ . _ xr
ul}l_}rr}) Iy, = wlgrgo E, LWJ =¢E, [r/)], (A34)
) 5 ] r (E2>\2 7
Jim 2122 = Jim OB, | TN T (A35)
. y ) [ x2r\ ]
Tim °T5, = lim ¢, G = BB, [r/A], (A36)
e ]
R i (37
- : ]
and ul)lg%)zlg = xll{go ¢EH -m- =0. (A38)
As such, the total error in Eq. (A31]) converges to
¢
afl — ¢]EM [r/A] (A39)

as w — 0 and ¢y — 0 as desired.

A4.2.2 Recovering results from [24] when X = >* and ¢ > 1

The minimum-norm solution for under-determined linear regression is the same as the limiting
ridge-regularized solution as the ridge constant converges to 0. As such, studying the ridgeless limit
as in Cor.[5.T]allows for a comparison to prior results on minimum-norm interpolants [24]]. To do so,
we again take the limit as o becomes linear; however, in contrast to the previous section, we now
assume ¢ > 1 in order to compare with [24} Cor. 2].

As [24] examines the setting in which the training and test covariate distributions are equal, > = ¥,
we have that 7 , = Z, . Using this relation, the total error Eq. (A31) becomes

r(w—0?)
B, = T (1—76 )I . A40
w=0Li2+x 1 — 22T, 2,2 (A40)
Next, letting o become linear as in Eq. (A29), we obtain z = 1/7Z; ; and
w—s0 o T¥Ios
EH — Il,l + o : (A41)

where we used the identity Eq. (A5).
We now simplify and relate the result for the asymptotic error from [24} Cor. 2] in the case of isotropic
B satisfying ||3||2 = 1, where the total error is written as{ﬂ

2
1 | T
¢2 Co (H ) ¢)
The measure H is the limiting empirical spectral density of the covariance, which is equivalent to the
marginal distribution of A, and ¢, satisfies the equation

1 1
1= = / de(s). (A43)

8124, Cor. 2] provides expressions for a bias and variance term separately, but the decomposition is defined
slightly differently than the one we utilize, so we compare directly to the total error. Note that Eq. (A42) corrects
a typo in [24].

+ 02co9 (A42)

S

| Tresranm




Substituting ¢y = 2/¢? and rearranging terms, we see

0:1—7 /Hcm () (Ad4)
= —% +1-— /Wdfi(s) (A45)
- _é —|—x/ d)jxsdH(s) (A46)
_ _%(é ~1,,), (A47)

which is satisfied by « = 1/7; 1, implying the two self-consistent equations are equivalent and
validating the identification ¢y = 2/¢>. Using the same substitution cq = x/¢? in Eq. (A42) gives

—_—, (A48)

which matches our expression in Eq. (A4T).

AS Harder shifts increase the bias and the total error

To begin, we provide the proof of Prop. [5.1]

Proof of Prop.[5.1} Consider two LISDs f1 and ji5 such that f11 < p1o where Assump.@holds. Then,
Buz - Bul =¢ ((Iiz)Z - (Ii2)1) >0, (A49)

where we have used the inequalities in Eq. (A60) which follow from Cor. [AT.| when Assump. 4]
holds.

Now, additionally assume that 02 < w. Reorganizing the terms specifying the asymptotic variance,
we can rewrite the total error as

E,=DB,+V, (A50)
13)
= olZ3) - o (<a§ L)@+ Ta)w + Tiy) + v Tan(w + 0I5 )
+ L0265 - o) 2>> (AS])
= Clw + C2IT,1 + 031172 y (A52)

where the C; > 0 and depend on g only through the marginal A (i.e. they only depend on the training
distribution):

C = :ﬁ gw (02 + 7o) (w + 6T1.0) + 77 Tas) > 0 (AS3)
Cy = —pg—j (ng + T (w+ L1 0) + 7{(03 + ¢Il,2)> >0 (A54)
C3 = —p% (1/)’77‘.'[2 9 — g(U + @14 2) ?T) (A55)
7 o
Oz T, o o _
= —Pa* (1/)77'12,2 - 7(05 + ¢TIy 2) + pix(’y + (/o + T)(w + ¢Il,2))> (A56)
= —mg (wz? o+ d)—(w -+ %(1 + pT%(W + ¢IL2))> (A57)
>0, (A58)



where the inequalities follow from Lem. and from the assumption 02 < w. It is now straightfor-
ward to see that

Eu, — By = (Cw + Co(T1 )2 + C3(Z7 2)2) — (Crw + Ca(Z7 1)1 + C3(Z 2)1)

=Cs ((Iik,1)2 - (Iil)l) +Cs ((If1,2)2 - (If,z)l) >0, (A59)

where we have used the inequalities
(Zi1)2 = (Zi1)1 20, (Zis)2— (Zio)1 > 0. (A60)
The former two inequalities again follow from Cor. when Assump. 4] holds. O

A6 The benefit of overparameterization

A6.1 The bias is nonincreasing

We begin by examining the behavior of the bias as a function of the overparameterization ratio ¢/
by showing Prop.[5.2}
Proof of Prop. Recall from Thm. [5.1]that the bias is given by

B, = ¢Ii,, (A61)

where z is the unique positive real root of the self-consistent equation

1—~r
rT=—". A62
w47 (A62)
Differentiating Eq. (A61) with respect to ¢ /1) gives,
OB 0B 20z .
p__ _YO0Bu_ o470z (6T55) - (A63)

A(o/) ¢ I TP

Since Lem. gives I;b > (), it is sufficient to show c’% < 0, which immediately follows by
implicitly differentiating Eq. (A62)) and simplifying the expression:
0 T
o _ i CheIRY <o0. (A64)
O $(1+p(r+ Lr)(w + @I 2))
Therefore we conclude that % <0.
O

A6.2 The variance is nonincreasing

Next, we turn our attention to the variance. We note the proposition only focuses on the ridgeless
limit, whereas Fig. [T(d) show that result may in fact hold for nonzero ridge constant. As the proof is
considerably simpler in the ridgeless limit, we defer the analysis of the nonzero ridge setting to future
work.

Proof of Prop.[5.3] Using the chain rule we have that

W OV, [a(¢>/w>]1 _ Ww? (ASS)
ANo/v) oY | O o ¢’
so it is sufficient to show that aa‘:; > 0.
From Cor.[5.1in the overparameterized regime, the self-consistent equation for z reads z = +111 -

and is independent of 1. Therefore, Jz/Jv = 0 and the expression for OV, /91 follows directly
from Eq. (T8),
v, 0]

2 *
= (o +111)(w+1I7,) >0, (A66)
31/1 (d)*d))Q ( )( 1,1)
where the inequality follows from Lem. O



A6.3 The generalization gap is nonincreasing

Finally, we prove that overparameterization also confers enhanced robustness, specifically that
the generalization gap between shifted and unshifted test error is a nonincreasing function of the
overparameterization ratio in the overparameterized regime.

Proof of Prop. The chain rule gives Bup—Buy) _ w2 M“gif”) so it is sufficient to show

a(e/Y ¢
d(E”ai;E’”) > (. To that end, recall from Cor. in the overparameterized regime that the self-

consistent equation for x reads x = —L_ andis independent of . Therefore, 9z /0y = 0, which

w711
implies B,,, /0 = 0 and 8B,,, /8y = 0, so that 2Pz Fin) — Oz Vi)

which follows directly from Eq. (I8). Finally,

, the expression for

Whe ~Bin) _ (o + (@a)0) - (Coler+ (T)0) (A67)
> Cp (T )2 = (ZTi)h) (A0%)
o (A69)

where we have introduced the shorthand Cg = ﬁx(cﬁ +Z;,1) > 0 and in the last inequality
we have used Cor. to argue (Zy ;)2 > (Zy 1)1 which holds whenever Assump. E]holds. O

A7 Linear trends between in-distribution and out-of-distribution
generalization

In Sec.[5.4] we investigated the linear relationship between the shifted and unshifted test error in
the ridgeless, overparameterized regime. Here, we generalize the result to show that the linear
relationship holds between any two LISDs in the ridgeless, overparameterized regime.

Proposition A7.1 (Strengthened form of Prop.[5.5). Consider two LISDs 11 and ji. In the setting
of Cor.[5.1|and in the overparameterized regime (i.e. 1) < ¢),

w+ (If,1)2)
7 ) B

A70
w+ (i h (A70)

EH2:E0+<

SLOPE

parametrically in ¢/, where Ey and SLOPE are constants independent of the overparameterization
ratio ¢ /1. Moreover, SLOPE > 1 when p1 < po.

Proof of Prop.[A7.1] In the overparameterized regime (i.e. ¢ > ) and in the ridgeless limit, the
asymptotic test error for LISD i, is given by Cor.[5.1]as

E,, =B ! 247 I UGN AT
w1 = By + Wx(% + 1) (w+ (Zi)h) +3C<1 - %)( 2,2)1- (ATD)
Similarly, the asymptotic test error for LISD p5 is given by Cor.[5.1]as
1 y r(w—0?) N
E‘M2 = BP«? + W.’L‘(O’g +Il71)(w + (1171)2) + x(l — %)(12}2)2 . (A72)

Note that in both expressions, the self-consistent equation for x reads z = #IM’ which has
no dependence on ¢, and, as such, z, Z, b, (Z; )1, (Z; )2, By, and By, do not depend on the
overparameterization ratio ¢/1). Hence we can simply eliminate the quantity ﬁ from Eqgs.
and to obtain

UJ+(Ii1)2) s (A73)

w+ (I3 )h
where Fy does not depend on the overparameterization ratio ¢/« and is given by

w+ (Z71)2 z(w — o?) w+ (7 1)2
Ey:= By, — ———"B (1—76 (I* _ET2 e ) (AT4
G A e —x212,2> Laz)2 = o 2h). (ATH

Epy = Fo + (

10



To establish the second conclusion, recall from Sec. E]that the conditions 1 < pg in conjunction
with Assump. show (Z7 1)1 < (7 1)2 which establishes SLOPE > 1. O

The first half of Prop.[5.5] namely Eq. (I9), can be obtained from Prop. [A7.T] by specializing to the
case j11 = fig. The second half of Prop.[5.5] namely the conditions on the slope, can be obtained
from Prop.[A7.T|by separately specializing to the cases j11 = g and o = 1.

A8 Necessity of monotonicity of overlap coefficients in Def. 4.1]

Here we provide an explicit description of the construction used in Sec. [5.5]and Fig. [3(b) that shows
the monotonicity of overlap coefficients in Def. [d.1]is necessary in order to guarantee the ordering of
errors in Prop.[5.1} The example is given by the following four LISDs:

= %(‘AW + 0 T 0x 0 F0ain) (A75)
p2 = %(5>\1,>\4 + I ns + Orsa T 0xg0s) (A76)
He = i“m 0 T 0+ 0an) (AT7)
Ha = 3(5,\1)\1 F 0o 00 T Oxs s T i) (A78)

where A\; = 0.6, Ay = 0.24, A3 = 0.12 and \y = 0.04. Note that ;14 = pgp, and these LJSDs have
equal training and test covariance scales, i.e. s = §1 = S2 = S3 = s4 = 1. Moreover, the partial
order in Def. [4.T] gives f11 > p4 and p1o > f14, and all other pairs of LISDs are incomparable. In
particular, focusing on w5 and pug3, the ratios of overlap coefficients are

ro1 1 7o T2,3 o4 2

22 =3, =5, and =-, (A79)
r31 6 T32 33 T34 O

so the sequence 72 ;/73,; is nonmonotonic in 7. The violation of monotonicity is minimal, in the
sense that only a single ratio (2 4/ r3,4) 1 out of order; nevertheless, the strict model-independent
ordering of test errors is broken because of this nonmonotonicity, as can be seen in Fig. [3(b). For
the comparable pairs of LISDs, p11 > 4 and pe > g4, and the strict ordering of the error is seen
for all values of ¢ /1. The ordering is not guaranteed for the other pairs, and indeed the ordering is
not satisfied for p2 and p3, which is evidenced by the crossing of the corresponding curves in the
figure. In this way, we see that the error can exhibit model dependence induced by nonmonotonicity
of overlap coefficients in Def. 1] thereby showing that the monotonicity condition is necessary
for Prop. Finally, we note that even though Prop. may no longer hold, it is nevertheless
possible to develop nontrivial bounds when the strict monotonicity is violated, but we pursue this
investigation elsewhere.

A9 Proof of Thm.[5.1

As discussed in Sec. [2] we consider predictive functions ¢ defined by random feature kernel ridge
regression,
§(x) =YK 1K, (A80)

for K := K(X, X) + 7@, Kx := K(X,x), with 7 is a ridge regularization constant. Here
1
K=—F"F+~I,, (A81)
ni
and, as in the main text, we have introduced the abbreviations F' := (W X/,/ng). The labels are
generated by a linear function parameterized by 3 € R™°, whose entries are drawn independently

from NV(0,1),ie. Y = 3T X/\/ng + ¢. In this section, we develop the techniques and detailed
calculations needed to determine the high-dimensional asymptotic limit of the test error,

By = Ex gEl(y(x) — §(x))%) — 02 = Bx pEl(8 x/v/io ~ YE ' K?],  (A82)
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as well as its decomposition into bias and variance terms,
Ex = Ex gE[(E[)(x%)] — y(x))*] + Ex.s[V[§ ()] - (A83)

By Vi

We may also write the test loss as

Es- =Exy)(y — §(x))* = E1 + E; + E3 (A84)
with
B1 = Epx,5,0¥(%)? = Ee g0 tr(y(x)y(x) ") (A85)
By = 2B 5.o) (K K'Y )y(x) = —2E oy tr(K K'Y Ty(x)) (A86)
By =Expo) (K K'Y =Enotr(K K'Y YK 'Ky). (A87)

A9.1 Reducing to the mean-zero case

In this section, we aim to show that we may assume without loss of generality that the activation
function is centered. More precisely, we define

Fyji=Fy ~Bz0 (VE(®)Z) and J;:= fi ~Ezo (Vi(Z)Z2) (A88)

for all ¢ and j and Z ~ N(0,1). Note that this centering operation is no-dependent, but in the limit
under Assump.[d] tr(X), tr(X*) — s, which appear in the limiting self-consistent equation. Note that
although we invoke Assump. [ throughout the rest of the paper, this proof holds non-asymptotically
and allows for tr(X) # tr(X*).

To show that replacing F and f by F and f does not alter the test error in the limit, we have to show
that the E, Es, and E3 terms of Eqs. (A83))-(A87) are not changed in the limit. Clearly this is true
for F; as it contains neither F' nor f. For Fs we must show

E[(K K'YT - KK 'Y T)y(x)] =0 (A89)
and for F'3 we must show
E[(K K'YT)? — (KK 'YT)?] =0, (A90)
where ) { ) {
K:=—F"F+~I and Ky:=—F"'J. (A91)
n1 ni

Define the random variable o

A= (KK KK HyT, (A92)
To control the typical behavior of A, we will define an event £ (see Def.[A9.T)), and let 1¢ be an
indicator for £. In Lem. we show P[E€] — 0.

We can argue

E[Ay(x)]] < [E[1eAy(x)]] + [E[(1 - 1e)Ay(x)]] , (A93)

for Eq. (A89), and
E[Ay(x)]| < [E[1eAK K'Y T+ KK 'Y T (A94)
+E[(1-1¢) (KL K'Y T2 — (K K'Y T)?)]], (A95)

for Eq. (A90). We demonstrate Egs. (A93) and (A94) are o(1) in two steps. The first terms on the
right-hand sides of Eqs. (A93)) and (A94) represent the typical behavior of the random variables. To

bound them, we show that, given £, A — 0 in Lem.[A9.8] The second terms on the right-hand sides
of Egs. (A93) and (A94) represent the atypical behavior of the random variables. To bound them, we
use the Cauchy-Schwarz inequality and the fact that P[£€] — 0 in Lem.

To briefly outline the structure of this section: Sec.[A9.I.T]proves concentration of some quadratic
forms of the underlying random matrices and bounds their operator norms with high probability;
Sec.[A9.1.2)controls the atypical behavior mentioned above; Sec.[A9.1.3applies the Schur comple-
ment formula to derive an expression for A that we can bound; Sec.[A9.1.4]defines an event where
the expression for A from the Schur complement formula can be easily bounded; and Sec.[A9.T.3]
completes the argument by bounding A on this typical event.

12



A9.1.1 Prerequisites for concentration and linearization

Just as in [[1]], the concentration of the linear data kernel about its expectation is a key ingredient to
the analysis. Define the random variables

Y= niXTX and v* := ||x||2/n0. (A96)
0
Remark A9.1. Throughout this section and the next we will use C' to denote an arbitrarily large,
nog-independent, positive constant, which can increase from line to line. For example, if X < C
andY < C, we will simply write XY < C, since C? is still some ng-independent constant. This
approach is valid as such replacements only occur a finite number of times. Similarly, c denotes some
arbitrarily small, ng-independent, positive constant that can decrease from line to line.

Then we note

EY =tr(X),, and Ev*=tr(Z"). (A97)
For the variance, we see by Assump. [I]that
14+1(i =) - 2 _
VY = Mtr(E) <C/ny and Vo* = =£r((¥*)?) < C/ny. (A98)
ng ng

This motivates the following lemma.
Lemma A9.1. The event

e = (T ||oe < C}m{w—t‘r(z*)\ < Cng*“}mﬂ {\Tij—aijt‘r(zn < cng*/?} (A99)
0,J
occurs with high-probability, that is, for some positive, ng-independent constant C'
Pl&ua] < Cng© (A100)
for any positive, ng-independent constant c.

Proof. Tighter concentration than is obtained directly from the variance can be shown by observing
that T and v* are equal in distribution to

1 1
— 2777 and —z"%*z (A101)
no no

for Z an (ng, m)-dimensional matrix and z an ny-dimensional vector both containing i.i.d. standard
Gaussian random variables. Then using the assumption || X||co, ||2*||cc < C and applying the results
of Sec. B of [18] (or similar concentration results), we find that for some positive constant C' that

P Y — dijtr(S)] > Cnf /%) < Cexp(—n§), (A102)

where c is any positive constant. An identical concentration result holds for v* — tr(X*). Then, by
the union bound, we see

P |{lv" — (2| = CngeY U {mj — 5,tr(%)] > cng‘”?} (A103)
1,7

< CniCexp (—nf) (A104)

< Cexp(—ng). (A105)

The operator norm of Y can also be bounded probabilistically. For some ng-independent constant C,

log(2/d
¥l < I8lel2/ vl < ClSlle [ 1424 [PEE ) <o qanop)

with probability at least 1 — §, where Z is i.i.d. Gaussian (see for example [65 Theorem 4.4.5]).
Thus, setting & = ny °, we see P[|| ]| > C] < ng ©. Applying the union bound again completes
the proof.

13



Lemma A9.2. The (squared) expected operator norm of Y is also bounded:
E|T|% <C (A107)

for some positive, ng-independent constant C'.

Proof. This result follows from a tail integration argument. That is from [65, Theorem 4.4.5]) we
have that

m
1Tl < 1%llscl1Z/v/0ll3 < ClISllo (1 g +U) (A108)

with probability at least 1 — 2exp(—ngu?), where Z is i.i.d. Gaussian. Hence we have that
P T]|oo = ClIZ]lco (1 + /et u)] < 2exp(—nou?). Now by the tail integration identity,

E[TI2] =2 / WPl Too > uldu (A109)
0
2 0o
2 2 m 2 2 m
<c |z||oo(1+,/) sl [ up [||T||oozc||z||oo(1+,/+u)}du
no 0 no
(A110)
m 2 1
<z (1+,/) rem - (A1)
no no
<C. (A112)
by integrating the Gaussian tail. [

Next, we state similar results for the matrix T := WX*W T /ng as were obtained for T above.
Lemma A9.3. The event

S = {HTHOO <c}n N {|Tis—aise(=)

]

< Cng_l/Q} (A113)

occurs with high-probability, that is, for some positive, ng-independent constant C
P& ] < Cng € (A114)

for any positive, ng-independent constant c.

Proof. The claims follow identically to Lem.[A9.T] O
Lemma A9.4. Moreover on the event Evyy, we have
Exo(Wx/\/ng)i < Cnt /2 (A115)
and
Exa(Wx//n0)a(Wx/v/ng) " = (T + (n = )L + A, (A116)

where | Ao < Cn§.

Proof. Note that conditional on W, Wx/\/ng ~ N(0,T). Using a Taylor expansion in
e := T — tr(X*) below with Assump. shows that elementwise

|Exd(Wx/\/n0)i| = ‘IEZU ( TZ)‘ (A117)
- ‘EZU ( e t}(Z*)Z) _Ezo ( t}(Z*)Z)‘ (A118)
< Ce (A119)
<cng ', (A120)

where Z is a standard Gaussian. See [1] for additional details, but note that we are not Taylor
expanding the function o, we are expanding the p.d.f. we integrate against. This allows us to assume

14



that o (Wx) is centered as a conditional expectation over x at the expense of an elementwise Cngfl/ 2

error. Denoting f := &(Wx/,/ng), we note this can be extended to the matrix Ef f 7. We see

ExffT =Ex[(f —Ex/)(f — Ex/)T] + (Exf)(Exf) . (A121)

However, the second term on the right-hand side of Eq. (AT21]) is small is operator norm, since it is
rank-1 and

| (Bxef) (BxF) ||, = ||Bxf|); < O (A122)
by Eq. (A120). Next, we see for ¢ £ j that
Exﬁfj = EZ17Z20_'(01Z1)5'(012Z1 + CQZQ) (A123)

for constants ci, c2, and c12 depending on W and ¥*, where Z; and Z> are independent, stan-
dard Gaussians. See [1] for details. The ¢ = j terms can be handled similarly. Moreover,

Cclo = Tij/\/ Ti,- < C’ng_l/Q, so Taylor expanding in c12 27, we find
ExffT =¢Y+(n— O+ A+ (Exf)(Exf) . (A124)

As a consequence of the Taylor expansion and Assump. A has entries that are bounded by C’n(c)_1
in absolute value. Again, see [[I]. The final conclusion for A = A + (E, f)(E, f) T follows by upper
bounding ||Aljc < ||AllF < Cn§ and using the previous bound in Eq. (A122). O

Finally we include a bound on the operator norm of the random feature matrix. The argument follows
[41, Lemma C.3] closely.

Lemma A9.5. Under Assump. |3} the event

Er = {||F/vnol|, < Cng} (A125)
occurs with high-probability, that is, for some positive, ng-independent constant C
PlER] < Cng © (A126)

for any positive, ng-independent constant ¢ < 10.

Proof. Consider the matrix

Rij = 11‘75]'5'(2121/22&‘/\/%1)/\/771 (A127)

for z; = X71/2X; (i.e. columns of ¥~1/2X) for 1 < i < m and 2z,,,4; = W; (i.e. rows of W) for
1 <@ < ng. By construction, we note that F'/,/n7 is a minor of R. Thus, bounding the operator norm
of R suffices to bound the operator norm of F'. Moreover, z; are independent Gaussians distributed

as (0, I,,).

Next we show that the entries to the activation function cannot be too large with high probability. For
convenience throughout we define M = m + ng and let §2 be a symmetric matrix with ||Q[|o < C.
Note that, for 7 # 7, the random variable ZZTQZJ/\/TT = > 02, Me(Q)agby/\/no where ay, and by,
are i.i.d. from ~ A/(0, 1). So the moment generating function can be bounded as,

E lexp (ZO: t)\i(Q)aibi/\/nio>1 = ﬂ]E[eXp(ai “tA (Q)bi//no)] (A128)

no

= [ Elexp(£267 \i(2)?/(2no)] (A129)
=1

< [ [ Elexp(t*5;C?/(2n0)] (A130)
=1

< Elexp(t?b7C?/2)] (A131)

1

R — A132

V1-—C2%2 ( )
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for [t| < &. Further -——— < exp(C?¢?) for |t| < 5. This establishes the original random

V1-C2¢2
variable is subexponential. Thus this random variables satisfies
P[l2] Qz;/v/no| > u] < 2max{exp(—u?/20?), exp(—u/2C)} (A133)

(see for example [66, Proposition 2.9]). Define the event

z;er/ZZj 2] ¥z, 9
g= [ 2" >CVlogMin ) Z28 > 0% /logM by . (Al34)
1<i<j<M Vo 1<i<i<M v 1o
Then by a union bound and Markov’s inequality, we have that
P[G] < 4/M* (A135)

for large enough C.

We now define a modified version of &, that is the same up to a constant factor on G but is truncated
outside of G. Let u = C'y/log M and taking the constants from Assump.|3} we see
g(u)exp(—ci|al)/co  for|u] <u
o(u) =< a(u)exp(—cil|a])/co  foru>a . (A136)
(—u)exp(—cila|)/co foru < —a
Just as we did with o in Eq. (A8S), we center & with its mean a. Note & is a 1-bounded and 1-Lipschitz
function so |a| < 1.

Now consider the matrix
Rij = 1iz;(5 (2] £'%2;/ /o) — @)/ /. (A137)

By controlling the operator norm of R, we can control the operator norm of R at the end of the proof.
By a covering argument it suffices to control

[ Rllso <max10v" Rl (A138)
veS ——
F,(2)

where S is a 1/4-covering of the M -dimensional sphere with cardinality exp(cM) and the matrix Z
is of all the variables z;.

We now seek to apply [13} Lemma 9, Lemma 20]. To this end we wish to show that F,,(Z) is
Lipschitz in Z, that is, if we define Z := 12 4 /1 — tZ' for (Z, Z') € G x G, we need to show
that

<L (A139)

max max] HVFU(\/fZ +V1—tZ") .

veS teo,1

for suitable L. Consider the gradient with respect to a column of Z (denoted by (;):

_ vl 1/2 ~1 s T1/2,T
aFo(2) m; G vie' (¢ 52 /v/no) (A140)
&i
vi 1/2
=2——Y /4 ZE, (A141)
/oM f
where £ is the vector with coordinates &; except at [ where it is zero. Continuing, on the set G, we find
[V s (W)l5 < CP0F g Y [€i5w] Sw;| (A142)
il £
< Coplog M/ng » 0> |61 (A143)
i g
< Cvplog M/ng Y Y (68 + &) (Al44)
i G
< Cv}y/log M /ng (A145)
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where the last line follows since |6/(-)|2 < 1 implies that ||¢]| < 1. So finally, we obtain

IVw E,(W)||% < Cy/log M /ng =: L*. (A146)

Now [13, Lemma 9] shows for constant a D that

~ D? C
P[jv" Rv| > D] < Cexp (Cno - L2> + ﬁE[Igleaé((Fv(Z) — Fy(Z")* 1g]. (A147)

We use a crude bound on the complement. First note that

max(F,(Z) - Fy(2))* < Clla(Z 22/ /no)|F < CIZTZ)/noll% + Cng,  (A148)
ve

since removing the 1-bounded-Lipschitz 6(-) can be done by centering each activation with &(0).
Then,

B [max(F(2) — (207 10] < \[S@IZTS 2wl - npig. a149)

A short computation shows that E[||ZT%'/2Z/, /ng||4] < Cn§. Combining all terms then shows
that

~ D2
Pllv" Ru| > D] < Cexp(Cny) - exp (— 0 > ¢ ¢

— - —. A150
log M + D2 M5 ( )
Choosing D = c3+/log M for sufficiently large c3 shows that

P[lv" Rv| > D] < Cexp(—cng) + (A151)

where ¢ > 0.

Recalling the original e-net covering, this implies that

|Rlls < C/logng (A152)

with probability at least C'/n'?. We can now finish the argument by relating the operator norm of R
and R. Recalling the rescaling between the modified and unmodified activations, we see

P[|R||loc > Cv/logng - co exp(e1]a])] < P[||R||oe > C+v/log(no), G] + P[G] < C/nd’. (A153)
O

A9.1.2 Controlling the atypical behavior

Since the argument for the atypical event is the most straightforward, we provide that first.

Lemma A9.6. Suppose P[E€] = Cny, © for some ng-independent constants C > 0 and ¢ > 0. Then,
IE[(1 - 1e)Ay(x)]] = 0 (A154)

and
E[(1-1¢) (Ky K'Y — (K, K'Y T)?)]| =0 (A155)

as ng — oo.

Proof. Applying the Cauchy-Schwarz inequality to the left-hand side of Eq. (AT54), we may bound
itb
Y 1/2

E([(1 - 1) Ay(0)]| < (B [Le) 2 (E |Ay[*) (A156)

Since the first term P[] — 0 it also follows that (P[£.])'/? — 0. So it suffices to show
E[|Ay|?] = O(1).

We now apply the Cauchy-Schwarz inequality again to bound the second term by

E|(Ay(x))*| < VE[AE[y(x)*]. (A157)
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(E[(87x)!/ng]+E[e']) < CE[||3'/?2|* /nf]+Co? <

A simple argument shows that E[y(x)*] < C
C. Hence it suffices to show E[A*] < C. To this end note

C for z ~ N(0, I;) since E[||z||3]/n3]
that

INIA

E[AY < C(E[(K]K 'Y+ E[(K] K1Y ")) (A158)

An identical argument can be applied to bound both terms. We outline the argument for the first term.
We see

E[(Kx K'Y )Y < E[Es[(Kg K'Y T)HW, X, 2]|. (A159)
Now note that by the definition of Y = TX /+/To + € we have that,
X
(KK 'yt<cC ((KIK—lﬁ)‘* + (KIK‘ls)‘*) (A160)
ng

Recalling that 3 ~ A (0, I,,,) and ¢ ~ N(0, I,,,), we can compute the Gaussian moments (marginally
in 3,¢) as,

X
Epel(Ky K ’1\/—7705)4 + (K K 'e)|W, X, ] (A161)
T
<C ((K;K_l <XnX> KK} ) + af(KJK—2K§)2> (A162)
0

Continuing, using the definition of K,

XTX T FK-'XTX K-'FT 2
E [(K,U(—1 () K—lKQ)Q] <E H ! f (A163)
o Vo /Mo No AVALIRVALIVR | PSS
4 4 2
FK—1 XTX
<E H f H ‘ BNT
v/ 1o 2 /1o no 00
Noting that K = FF'" /ng + vI,, so an application of the SVD to \/LTTO (denoting the corresponding

singular values as s;) shows that || F%I oo = max; P < maxe>o &5 = 1/(2,/7)- Hence, we

can continue bounding Eq. (AT64) by

CE[llf/v/nolls] - ElIX T X /nol|%.], (A165)

where we exploited the independence of f and X. Lem. ensures that E[|| X T X/ng|%] =
E[||Y]|2] < C. The former term becomes E[| f /\/no||3] = E[o(y/tr(X*)2)*] < C for z ~ N(0,1)
by Assump. [3] Thus, the previous displays are bounded by some constant C'. An entirely analogous
argument shows that E[( K] K 2K [)?] < C. Together these two results along with the previous
computations establish that,

E[(K]K'Y")Y<C (A166)

Note that our argument did not exploit any explicit properties of the centered vs uncentered activation
function o vs. &. Hence an identical argument shows that, |E[(K,] K ~'Y T)4]| < C. These two
results imply E[A%] < C as desired.

Now we turn to the second term. Using an identical application of the Cauchy-Schwarz inequality as
used for the first term, we can bound Eq. (AT33) by
_ 1/2
(E [Le]) (E (KJK 'y T)? - (KIK*YT)2|2) . (A167)

Hence we can show Eq. dAlss is o(1) if E[(K] K~'Y T)? — (RQR—WTP]Q = O(1). This
result follows immediately from the computations shown for the previous term since we have already
established that E[(K,] K=Y T)4] < C and E[(K,] K~1Y )] < C. These two previously shown
results imply

E|(KJKYT? — (KJEY T <O (BIE] K'Y+ B[R] K-y T)Y) < C.
(A168)
O
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A9.1.3 Schur complement formula for bounding A

The centering procedure is a rank-1 change to F' and f, so applying the Schur complement for-
mula to understand its effect is natural. Write a := Ezo ( fr(E)Z), a* :=Ezo ( tr(X*) ),

vi=1/mF"1,,u:=al,,U:=[u,v]",and C := (}}). Then,
1

K'=(K+uv +vu' +uu')” (A169)
=(K+U'cu)! (A170)
=K'-K'W'(Cct'+UuK'u") 'K, (A171)

and, for 0 := 1/ny f "1, and P := (§ + a*,a*) T,
_ 1 S o1 _ _
Ex=Ex+ —(F-F)'f+—F'(f-f)+ —(F-F)"(f-]) (A172)
ni ni ni
=Ky + (§+a*)u+a*v (A173)
=K.+U'P. (A174)
Combining these expressions,

K 'Ky, =K Y(K.+U'P) (A175)
=K Y Ey+U'P)- KU (C'+UK'U")'WUK YK, +U"P) (A176)
=K 'Kx+T1+ Ty, (A177)

with
=K' (L,-(C'"+UK'U")'UK~'U") P (A178)
— KW (L +CUK'UT) ' P (A179)
To=-K W C'+ UKW UK 'K, (A180)
=K (I,+ CUR'UT) ™ CUK 'R, (A181)
Furthermore, writing ¢o := 2u' K 'u, ¢y :=14+u' K 'v,co:=1-v K lv,
= _ - 1 c co—cC
I iyt~ (@ 2~ €1 A182
(+cURTUT) =l (e, (A182)
so that,
= - 1 16 + coa*
I KWy 'lp=— ~ ( @dtad Al
( 2+ 0V v ) ¢ + meoea (—mcoé +cia® )’ (A183)
and,
_ - 1 c c
I EoN'o=—— (@2 a ), A184
(L+CUK~'UT) C pR——— (q e (A184)

A9.1.4 Concentration with high-probability

Definition A9.1. Recall the definitions from Sec.[A9.1.3] To characterize the typical behavior of the
random variables, we define the event

E=CiuaNEWNERN {\5| < Cngfl/z} N {cnac <o < Cnﬁ} N {cl < CnSH/Z} (A185)
N {cnac <y < Cng} N {YK'*lvT < Cng} N {Yf(fluT < Cn8+1/2} . (A186)
N {f(xfffluT < C’ng} N {f(xffflvT < Cng_l/Q} N{y(x) < Cng} (A187)

Lemma A9.7. The event & is high-probability, that is, P[E°] < Cng € for some constant C > 0 and
any constant 0 < ¢ < 10.
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Proof. First, we already know Egua, Ew, and Ep all occur with high-probability (see Lems. [A9.T]
and[A9.5). When bounding the other events in Eqs. (A185)-(A187), it will be useful to introduce
conditioning on one of Eyua, Ew, or Ep. This will suffice since for any event .4, we have

P[A] < P[A|Edata] + PlEGaa] < PlA|Edata] + Cg € (A188)

for example. We will explicitly denote this conditioning, but when taking expectation over some
random variables (e.g. = or W) we will not explicitly denote that we are conditioning on the remaining
independent random variables (e.g. X). Once we have bounded the probability of the complement of
each event in Eqs. (AT83)-(AT87), we can apply the union bound to complete the proof.

For future reference recall v := 1/n; F'"1,,, and u := al,,. We deal with each event in Egs. (AT83)-
(AT87) in turn.

Controlling §: Here, we introduce conditioning on the event &y,,. To control §, we want to
calculate its mean and variance to apply Chebyshev’s inequality. Note that Eg,, is independent of W,
so the expectations over W below are unchanged by this conditioning. Recall

nlza Zwijj/\ﬁ —a* (A189)

Jj=1
and note that conditional on x the sum ) i Wi /+/no is distributed as A/ (0, v*) for all k.

Expanding in v* — {r(X*), we see

w0|€qaa) = E[Ezonro,1y[0(V/tr(Z*) + (v* — t1(2%)) 2)] — a*[Edana] (A190)
— E[Ez[o( tr(Z*)_Z)] _a |gdam] (A191)

‘E B“’;(gf”nazwtr<z*>20<¢tr(z*>zn n A\em} (A192)

— 5 |5 T LR 20 (VRETIZ) + Al (AI99)

where Z is a standard Gaussian. The first term of Eq. (A193) is less than Cngfl/ ? and the remainder

term A is less than C’nc_l on Egun. More detail on this argument can be found in [1l]. Taking
expectation over the remaining randomness, we see E[§|Egu] < Cng 1/2,

Similarly,

1 - 1
§|gddld = 712 ZVW o Zij(Ej/\/nO Edata | = EVZNN(O,U*)J(Z% (A194)
1 j=1

where we can again Taylor expand in v* — tr(X*) to get the bound Vi [§|Equa] < C/ng on Egura-
Using the law of total variance, we can then bound V[§|Eqaa] < C/nyp.

Finally applying Chebyshev’s inequality implies for all ¢ > 0 that

P[|§ — E[6[Egua]] > CnE ™ |Ega) < Cng©, (A195)

and so

P[5 > Cng " |Egaa) < Cg®. (A196)
Controlling c(, c1,and c3:  Here, we introduce conditioning on the event €. The results for ¢y, c1,
and co can be found using a similar argument to terms in [41, Lemma 9.6/Step 3]. The identifications
Co < Kll, C1 < Klg, Co 1— K22 hold.

For o = 2u" K~'u we have that

2 17” 2 T C
< MHK*HW <= (A197)

m ot
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and

a®|| 112 - c
> " A (KT > ———————— >eng € (A198)
m (v + [I1F113./n0) °
using the operator norm bound on the event .
Forc; =1+ u' K~ 1v we have
> FT 1n Hln ||2 1/2
la| =1+ a1 K1 —="1| <1 +a|ly|s—222 | K7 || < Cny (A199)
VICRVITE B Vi f

where the bound || K ! \/% | < C follows by considering the SVD of F'.

For c; = 1 — v K~!v we obviously have that ¢c; < 1 since v K~'v > 0. Additionally, we have
that

1 F __ | FT
ca=1-— 121 K Ln, (A200)
1 F _ FT L,
= (Im -1 > L (A201)
iz \ﬁ Vi) Vni
P LT
>1—| ﬁK* —lle (A202)
F T 2 c
v+ IF/ vl v +eng
> Cz (A204)
cng
> eng © (A205)
as desired once again using the conditioning on the event Ef.
Finally,
_ 1 F FT 115,112 FT
T -1 T 1 n1ll2 1
v KT'v= K~ 1n, < K~ <C (A2006)
Ty oyt T m f Vi [l

since \/%f( ! 5% < C follows once again by considering the SVD of F.

Controlling YK-'vT: Here, we introduce conditioning on the event &gy, and note its indepen-
dence from 3 and . Recalling that Y = 7 X /v/To + €, we note that Y has expectation zero since

Ege [YK='v T |Egaa) = 0. Similarly the conditional variance can be bounded as

VoYK €] = VI KN YT + 021,) K~ 'y (A207)
FTP |1, |17

Y + 021, ’K‘ L (A208)
<| e |5 Tl =

<C. (A209)

The bound ||[K~!L ||OO < C follows by considering the SVD of F' as in the proof of

Lem. [A9.6, while the bound ||| < C holds on Eyy,. The law of total variance then shows
V[Y K ~'v " |&4aa] < C also. Hence an application of Chebyshev’s inequality shows that

PlYK™'v"| > Cn§|Eau) < Cng© (A210)

for some C' > 0 and any ¢ > 0.

Controlling Y K “lu': Again, we introduce conditioning on the event gy, and note its indepen-
dence from /3 and €. A nearly identical argument to the previous one suffices, so we only outline the
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argument. Again E[YI_( “1yT |€4ata] = 0 and the conditional variance can be bounded as

Ve YK 'u" €] = 0 K7HY + 021,,) K u (A211)
SNETHEIT + o2 Ll llull3 (A212)
< %-cﬁm- I 4+ 02100 (A213)
< Cny. (A214)

Finally, Chebyshev’s inequality suffices to show
PIYE 'u'| > CnE™/?|Esara] < Cng© (A215)

for some C' > 0 and any ¢ > 0.

Controlling K] K—'u': Here, we introduce conditioning on the event y and note its indepen-
dence from x. The overall argument then uses Chebyshev’s inequality exploiting the randomness in
x. First,

|Ex[Ky K 'u' [Ew]| = |E [fT|5W}in1f(*luT/\/n*1 (A216)
F

< Edfiewlll | =K /v, (A217)

< Cng. (A218)

The bound |- K K~ !e < C follows by an SVD as before, while the first bound

IEx[fT|Ew]ll2 < Cn§ follows from the fact Exa(Wx); < Cng Y2 on &y (see Lem. .
Next we turn to the conditional variance. We see

Vu[Kx K ulEy] = u' KB [K K] |Ew]K ' (A219)
1 _ _ -
- ﬁuTK_lFT(nﬁVVZ*WT + (=L, +A)FE 'u (A220)
1
u _ FT
<7 F ([ _+ 1= 0L+ 1480.) - a22)
2
<C-(C+C+nf) (A222)
< Cné. (A223)

Once again the bound || K ~* F ||2 follows by considering the SVD, while the nontrivial operator
norm bounds follow from Lem. @ Using the law of total variance, we see

VKK tuléw] = E[Vi[Kx K 'u|Ew]|Ew] + VIEL[Kx K 'u|Ew]|Ew] < Cn§  (A224)
by Egs. (A218) and (A223). Applying Chebyshev’s inequality yields
P K, K~'u - E4[K,] K~ 'u]| > Cn§|Ew] < Cng©, (A225)

and so o
P K, K 'u| > Cn§|Ew] < Cng © (A226)

by the triangle inequality since |E[K,] K ~'u]| < Cn§.
Controlling K] K~!'v': Again, we introduce conditioning on the event £y and note its indepen-

dence from x. A nearly 1dentica1 argument to the previous one shows the result for this term. Hence
we only outline the argument. First, we see

Ex[K] K 'VTEW]| = |Ex[fT|E if( F 1, A227

|Ex[Kx K~V [Ew]| = x[f|w}r T m (A227)
T 1 FT 1711

< || Ex[f " &, FK Nl (A228)

<cong2 (A229)



The bound || -£= K~ Rl [looc < 1 follows by an SVD as before, while the first bound again follows

1 VN1
from Lem. Next we compute the conditional variance and bound as in Eq. (A223)) to find
VulKx KW Ew] = v KB [K K] |Ew]K v (A230)

1 _ - p . -
— ElIIFK pT (nowz W'+ (-l + A) FK'FT"1,,

(A231)
Lo [ E e ELE ot g+
ECN IV M VT RRVTY N i P i
(A232)
< C-(C+C+nf) (A233)
ni
< COn§ ™t (A234)

Once again the bound || \/%f( -1 % |l2 < 1 follows by considering the SVD while the nontrivial
operator norm bounds follow on Ey,. Now applying Chebyshev’s inequality as before shows

P KT > Cni 2 |6w] < Cng©. (A235)

Controlling y(x): Finally we show y(x) < Cn§ with probability at least Cnj, . Note that
E[y(x)] = 0 and a short computation shows that V[y(x)] = tr(¥*) + 02 < C. So a direct
application of Chebyshev’s inequality shows that

Plly(x)| > Cng] < Cng©. (A236)

O

A9.1.5 Completing the argument for the typical behavior
Lemma A9.8. For some ng-independent constants ¢ > 0 and C' > 0, we have
[E[1eAy(x)]| < Cng ¢ (A237)

and
E[1eAKL K'Y T+ KJK'YT)]| < Cng© (A238)

Proof. Obviously, |E [1¢Ay(x)]| is bounded by |E [Ay(x)] |€|, so we can remove the indicator 1¢
from the expectations in Eqs. (A237)) and (A238)) by conditioning on £.

We want to show that conditional on £ and for some no-indep_endf_:nt constants ¢ > 0 and C' > 0, the
bounds |A| < Cng*, [y(x)| < Cn§, and |(K K=Y + K] K=Y T)| < Cn§ hold.

Recall, a:=FE o (\/E]."(E)Z), a* :=Ezo (\/t_r(Z*)Z), vi=1/mFT1,, u:=al,,
U:=[uv]",and C:= (1}).

First, consider the term A = YT} + Y'T5. To show that |A| < Cng 2¢ on &, we write out YT} and
Y T5 more explicitly:

YTy =YK'UT (b +CUK™'UT) ' P (A239)
1 YE 'u)’ 10 + caa*
G+ megey (YK ‘1v) —meod + cra* (A240)
1 r —
= e VE T (@d + ea”) + VETIv - (cmeod +ea’)) (A4
(A242)

23



and

YTy = YK 'UT (L +CUK'UT) " CUK 'K, (A243)
o 1 Y[:{flu T Co Cc1 UTI:(illi(x (A244)
T At megey \YKv e —mey ) \vI K™Ky
1 _ o o
< (YK*lu (eau" K R + v K71 Ky) (A245)
c] + mcoca
+YK v (clqu{*lf(x - chVTK*IKx)). (A246)
Now using Eq. (A239) and the definition of £, we see that on £
o —1 * r—1 *
YTy < m (‘YK u’ (ler] [0] + lea| la™]) + ’YK V‘ (m |eol [0] + |ex |a |))

(A247)
< Cnfet (Cng T (CngCng T + Cn) + Cn(CroCnCng 2 4 ) ) (A248)

< Cnp2. (A249)

Since the cs used in the bounds above can be arbitrarily small, we may replace write |Y71| < Cng~ 1/2

for arbitrarily small ¢ > 0. Finally, a similar argument for Eq. (A243) yields the bound

YTl < | e (|Yf<—1u| (ealuT K K| + Jer||vT B Ry |) (A250)
+ VR (lelluT B Rl = mleol VTR Ryl (A251)

< Cn2et. (cng“/ 2. (CngCng + CnST2ong 1) (A252)
+OnE - (CnETY2Cng + CngCngCns™Y 2)) (A253)

< Cn2el . (CnSTE 4 ondet?y (A254)

< CnpeH2, (A255)

and as before since ¢ can be chosen arbitrarily small we can write |Y 75| < C’ngfl/ %, O

A9.2 Gaussian equivalents

Before describing how Gaussian equivalents can be used to compute the test error in the high-
dimensional limit, we make the following observation: the asymptotic test error is invariant to the
centering of the activation function across the train and test distributions. More concretely, from the
results in Sec. the asymptotic test error is unchanged under the replacements F;; — F;; and
fi — ﬁ for all 7 and j, where,

Fij = Fij =B, noa)o (2) and  fi = fi — E. oy, o (2) - (A256)
With this simplification in mind, the proof of Thm. [5.1]relies on the concept of Gaussian equivalents
and the linearization analysis developed in [2 3} [1]], which we briefly review here, though we refer the
reader to these works for a more detailed description. The centered activation-constants are defined
as ( = sp with

2
_ _ _ 1 _
n-= EZNN(O,S)[U(Z)2] and p:= (SEZNN(O,S)[ZO-(Z)]) : (A257)
Note that by the continuity of o, we know that as ng — oo
E.ono6s)00(2)°] = 7. (A258)

Similarly for ¢ and p or when tr(X) is replaced by tr(X*). To proceed, we define the moment-
matched Gaussian linearizations,

_ 2 = - p _ =
Fos JZwx \/i-Co and f—>,/n—OWx+\/7§9 (A259)
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where f := &(Wx//ng) is the random feature representation of the test point x and y := 3 x//no
is its corresponding label, which we assume has no additive noiseﬂ

The new objects O and 6 are matrices of the appropriate shapes with i.i.d. standard Gaussian entries
independent of the other random variables under consideration. The constants 77 and ¢ are chosen so
that the mixed moments up to second order are the same for the original and linearized matrices. The
Gaussian equivalents defined are essentially constructed via a Taylor expansion of the nonlinearity &.
The explicit calculations defining these expressions can be found via the Gaussian moment matching
technique in [[1].

Having appropriately linearized the random feature matrices, we can map back to the definition of
the original activation functions by recalling that the variable (, defined in Sec. as ( = sp, with

=1 = Eon0,9)(0(2) = Ezan(0,9)[0(2)])?] = Voo, [0(2)] (A260)
1 2

pi=p= (%]EZNN(O,S) [2(0(2) = Eznnio.9) [0 (2))])? = (SEzano.0) [2((2)]) (A261)

by using the definition of the centering. Effectively, this is equivalent to using the linearizations,

Fo F—>,/n£WX+\/n—(6 and f — f—>1/nﬁwx+\/n—ge (A262)
0 0

directly to compute the test error.

Simply by definition, the teacher function is exactly linear,

1 1
V=y/—B"X+e and y=,/—B"x. (A263)
no

We emphasize that the restriction to linear teacher functions is simply a matter of convenience and
simplicity — nonlinear teacher neural networks can be studied by means of an analogous linearization
process, as discussed in [2]], which merely requires introducing additional moment-matching constants
and additional i.i.d. standard Gaussian terms ¢ and 6,,.

In the high-dimensional limit the bulk statistics we compute defining the error, bias, and variance
are invariant to the above replacements by linearized Gaussian equivalents. We remark that further
intuition for these linearized information-plus-noise replacements can be gathered from the universal-
ity results of [, 16]. To summarize briefly, the final expressions we compute are tracial (nonlinear)
functions of several random matrices. A large body of universality results (e.g. [6,17]]) show that in
the asymptotic limit it is sufficient to calculate with an equivalent tracial functional of a (linearized)
rational function of random matrices, whose moments match their nonlinear counterparts.

More specifically, two basic trace objects arise in the calculations, which take the form

tr(AB) and tr <A ) (A264)

B —zI

For the first case, tr(AB), if the random matrices A and B are independent, its asymptotics can be
understood via concentration of measure arguments. Conditionally on A, it is sufficient to replace
B with an equivalent matrix designed to match low-order moments, at the expense of an error that

vanishes asymptotically. The second case, tr (Aﬁ), is a bit more involved. Our arguments

proceed by 1) utilizing the linearized matrices in Eq. (A262) to express the trace object as a rational
function of i.i.d. Gaussian matrices, and then 2) using the linear pencil methoﬂ [2511435] to express
it as the trace of a large (inverted) block matrix. The reason the linearization over B preserves
the asymptotic statistics even for general A with correlated entries stems from the matrix Dyson
equation [17].

A9.3 Decomposition of the test loss

Recall the expression for the test loss in Eq. (A84),
Es. = B, + By + B3 (A265)

“Including noise on the test labels merely shifts by the total error by an irreducible additive constant.
"9This is essentially an iterative application of the Schur complement formula.
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with

By = E(xp.0)9(x)? = oy tr(y(x)y(x) ") (A266)
Ey = —2E(x g.o) (K K™ 'Y)y(x) = —2E (x oy tr(K K'Y Ty(x)) (A267)
By =Eupo) (K K'Y )2 =Enotr(K K'Y YK Ky), (A268)

where the kernels K’ = K (X, X) and Kx = K (X, x) are given by,

F'F 1

K= +4I, and Ky= n—FT f. (A269)
1

ni

Using the cyclicity and linearity of the trace, the expectation over x requires the computation of

ExKx K, , Ew®K,, Exwxyx)'. (A270)
As described in Sec. without loss of generality we consider the case of a linear teacher, and
Egs. (A262) and read
1 ; VP
=—8"x  and f—o =YD Wwx+4+./n—C0. (A271)
v/ 1o /1o
The expectations over x are now trivial and we readily find,
1 p
T T w11 T
E Ky K, = n—%F (n—owz W'+ (n—=QOI,)F (A272)
Exy(x)K, = VP BIS*WTF (A273)
noni
1.
Exy(x)y(x)" = —-BE"B" (A274)
One may interpret the substitution in Eq. as a tool to calculate the expectations above to leading

order, which generates terms like Eq. (A264). Next, we recall the definition, Y = 8T X/\/ng + ¢,
and, as above, we consider the leading order behavior with respect to the random variables 3 to find

Eg. [YTY] = - XTX+021 (A275)
0
Eg. [YTExy(x)K, | = g\g X'y*w'F. (A276)
ng N1

Putting these pieces together, we have

tr(2)

E = (A277)
ng
Ey = Eyn (A278)
B3 = E31 + E3o, (A279)
where,
Fo = — VP V" Etr (X 'S*W ' FK~ A280
21 — 3/2 T ( ) ( )
no ny
E3 = o?Etr (K 'S3K 1) (A281)
1
E3 = —Etr (K 'S3K'X T X) (A282)
no
and,
Yy = SFTWE W F + n- CFTF. (A283)

nonl 1
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A9.4 Decomposition of the bias and total variance

Note that it is sufficient to calculate the bias term since given the total test loss, since the total variance
can be obtained as Vg« = Fx+ — By«. Following the total multivariate bias-variance decomposition
of [3]], for each random variable in question we introduce an i.i.d. copy of it denoted by either the
subscript 1 or 2. We can then write,

By =Ex) (¥ — Ew,x,0)0(x; W, X, €))? (A284)
= Ex,p)Ewy x1,e0) Ewa, x0,60) (¥ — 90 W1, X1, 61))(y — 9(x; Wa, Xo,€2))  (A285)
tr(X*
= r; ) 4 By + Hogo, (A286)
0

where an expression for Fo; was given previously and Hy satisfies
Hopo = Eg(x; W1, X1,e1)9(x; Wa, Xo,€2) , (A287)
where the expectations are over x, W1, X1,e1, Wa, X5, and €5. Recalling the definition of ¢,
G(x; W, X,e) =Y (X, ) K(X, X; W) 'K(X,x; W) (A288)

and the techniques described in the previous section, it is straightforward to analyze the above term.
First note we can write,

By K (X1, %x; W1) K (x, Xo; Wa) = #FHW@*W; Fos (A289)
1

since the f linearizations use different sources of auxiliary randomness. Here we have defined
Fi1 = F(W1, X1) and Fsy = F(W3, X5). Now we proceed to calculate Hygg as

Hooo = Eg(x; Wh, X1, €)9(x; Wa, Xo, €2) (A290)
= EK (x, Xo; Wo) K (Xo, Xo; Wo) 1Y ( Xy, €2) TY (X1, 1) K (X1, X1; Wh) K (X1, %, W)

(A291)

= Etr (K (X2, X2; Wa) 7' X)) X1 K (X1, X1; Wh) T K (X1, W) K (x, Xo; Wa))  (A292)

p - - .

= 2 Etr (K3 Xo X1 K1y F\ WS W, Fys) (A293)

=FEy, (A294)

where in the second-to-last line we have defined K13 = K(X;,X1;W;) and Koo =

K(Xo, Xo; Wo).

A9.5 Summary of linearized trace terms

We now summarize the requisite terms needed to compute the total test error, bias, and variance after
using cyclicity of the trace to rearrange several of them. In the following, we slightly change notation
in order to make explicit the dependence on the population covariance matrices 3 and >*. To be
specific, whereas above we assumed that the columns of X; and X, were drawn from multivariate
Gaussians with covariance X, below we assume that they are drawn from multivariate Gausssians
with identity covariance. This change is equivalent to replaceing X; — X/2X and X5 — £1/2X,
in the above expressions. We utilize this definition so that X, X5, Wy, Ws, and © all have i.i.d.
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standard Gaussian entries. From the previous computations, we can now write the requisite terms as,

S = L Elwswy R+ TSR Ry (A295)
nonj ny
By = -2V i (XTS5 Wy k) (A296)
’flo ni1
By = oltr (K'SsKT) (A297)
E32 = ;Otr (KilngﬁlX;rZXl) (A298)
Ey = #tr (Fao K3 X3 SX, K3 B Wy 5wy ) (A299)
0'%1
tr(X*
Esg- = r§1 )+E21+E31+E32 (A300)
0
tr(2*
By = rEI )+E21+E4 (A301)
0
Ve = By — Be (A302)

In the remainder of this section we use the machinery of operator-valued free probability [45]
and a series of lengthy algebraic computations to compute the asymptotic tracial expressions in
Fo1, E31, 39, Ey, from which the total test error, bias, and variance can be reconstructed.

A9.6 Calculation of error terms

To compute the test error, bias, and total variance, we need to evaluate the asymptotic trace objects
appearing in the expressions for Fy1, F31, E39, and Fy, defined in the previous section. As these
expressions are essentially rational functions of the random matrices X, W, ©, ¥, and ¥*, these
computations can be accomplished by constructing a linear pencil [19] and using the theory of
operator-valued free probability [45]]. These techniques and their application to problems of this type
have been well-established elsewhere [1} 2| 3], we only sketch the mathematical details, referring the
reader to the literature for a more pedagogical overview. Instead, we focus on presenting the details
of the requisite calculations.

Relative to the prior work of [2, 3]], the main challenge in the current setting is generalizing the
calculations to include an arbitrary training covariance matrix . This generalization is facilitated
by the general theory of operator-valued free probability, and in particular through the subordinated
form of the operator-valued self-consistent equations that we first present in Eq. (A322). The form of
this equation enables the simple computation of the operator-valued R-transform of the remaining
random matrices, W, X, and ©, which are all i.i.d. Gaussian and can therefore be obtained simply
by using the methods of [19]. The remaining complication amounts to performing the trace in
Eq. (A322), which becomes an integral over the LJSD 1 in the limit. While this might in general
lead to a complicated coupling of many transcendental equations, it turns out that the trascendentality
can be entirely factored into a single scalar fixed-point equation, whose solution we denote by
x (see Eq. (A343)), and the remaining equations are purely algebraic given x. To facilitate this
particular simplification, it is necessary to first compute all of the entries in the operator-valued
Stieltjes transform of the kernel matrix K, which we do in Sec.[A9.6.1] Using these results, we
compute the remaining error terms in the subsequent sections.

As a matter of notation, note that throughout this entire section whenever a matrix X, Xj, or
X, appears it is composed of i.i.d. standard Gaussian entries as in Sec.[A9.5] This differs from
the notation of the main paper, but we follow this prescription to ease the already cumbersome
presentation. This definition of X allows us to explicitly extract and represent the training covariance
Y. in our calculations.
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A9.6.1 K~!

Define the block matrix QX as,

_6\/%< Inl 0 0 —\/\/p;ﬂl/ 0
— 1/2
0K = 0 %T I, —XVY 0 0 (A303)
0 -V 0 I, 0 0
0 0 0 0 I, —xY2
- \}57 0 0 0 0 I,

Then block matrix inversion (i.e. repeated applications of the Schur complement formula) shows that,
GEY = (kY (A304)
GE," = (K (A305)
T N Votr (SY2WTFK1XT) A

3,3 = 66 =1 Jron (A306)
- L tr (SWTFK1XT
GE,' = GE = t(mV/?) - VP ) (A307)
’ ’ A/ Non1
) RN (21/2WTK—1W)
GE,' = G, = - (A308)
1
. 7ol (SWTRW)
G6,3 = " (A309)
—1 -1 ,Otir FK_lXTWT
Giy = GE = IRV =0 ) (A310)
QK gE VPl (SV2WTFKIXT)
4a = G55 =1 Ny (A311)
. 7ol (K1wwT)
Gsa = —" (A312)
- - tr (BV2XK-1XT
GE = G = _vpir( - ) (A313)
' 0
- tr (CXK'XT
GE = IRV - ) (A314)
0
-1 ptr (K~'1XTX
G = VP (TW ), (A315)

where GE ' = idg @ tr [(Q¥ ")T]™! € Mg(C) is a scalar 6 x 6 matrix whose i, j entry G{f{l
is the normalized trace of the (i, j)-block of the inverse of [Q¥ 71]T, and we have defined K =
nilFFT + 1L, .

We aim to compute the limiting values of these trace terms as ng,ni, m — oo, as they will be
related to the error terms of interest. Both here and in the sequel, to ease the already cumbersome
presentation, we use G to denote the limiting values as well as the non-limiting values and we refrain
from explicitly denoting the limit operation itself, noting its existing can be inferred from context.

To proceed, recall that the asymptotic block-wise traces of the inverse of Q¥ ! can be determined
from its operator-valued Stieltjes transform [45]]. The simplest way to apply the results of [[19, 45]] is

to augment QX " to form the the self-adjoint matrix Q¥ ",

i R (A316)
Q<o
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. = go—1
and observe that we can write QK as,

Q<

J =K1
QWX@ s

7
( 0 27 ) ( 0 QK 4ol ) _( 0 5™’ ) (A317)
Kye 0 Q" o ’

where Z = I, 4 4ng+n,. and,

0 Vi—¢coT  pX' 0 0
o . FVn YVno oW
— SV 0 0 0 —¥= 0
K1 f 0 0 0 ﬁ 0
wXxe = wT (A318)
0 Ve 0 0 0 0
0 0 0 0 0 0
—j% 0 0 0 0 0
00 0 0 0 0
00 0 0 0 0
K1 000 =2 0 0
s = 1lo00 0 0 0 (A319)
0 0 0 0 0 —xb/2
00 0 0 0 0

Note that we have separated the i.i.d. Gaussian matrices W, X, © from the constant terms and from
the X-dependent terms. Denote by GX ' € M;,(C) the block matrix

o K17 V|
GE ' = ( G]?,l G 0] >=1d12®tr (QK ) , (A320)

and by G& eM 12(C) the operator-valued Stieltjes transform of QX - Using Eq. (A317) and the
definition of the operator-valued Stieltjes transform G oKL g1, Wecan write
W,X,e i

GE Zidyy @ (Z QKo Q§’1> = Gart a1 (2). (A321)

Thus using the subordinated form of the equations for addition of free variables (45} section 9.2 Thm.
11), and the defining equation for GE ' the operator-valued theory of free probability shows that

in the limit ng, ny, m — oo, the Stieltjes transform GX ' satisfies the following 12 x 12 matrix
equation,

GE = GE (7 - R v o(GE)
[ | (A322)
—ide(Z-Rixe(@ ) -QF")

where RIS o (G5 ") € My5(C) is the operator-valued R-transform of Qf; y . Here the normal-
ized trace tr acts on the constituent blocks, and the identity operator id acts on the space of 12 x 12
matrices. As described by [2, 3], since Q@;e is a block matrix whose blocks are i.i.d. Gaussian
matrices (and their transposes), an explicit expression for R‘If‘,}@ (GK 71) can be obtained through a
covariance map, denoted by 7 [19]. In particular, 1 : My4(C) — M4(C) is defined by,

(D)]i; =Y _ oli,k;l, j)oxDia (A323)
kl

where «ay, is dimensionality of the kth block and o (4, k; 1, k) denotes the covariance between the

entries of the blocks 75 block of QW x,o and entries of the k/ block of Q w.x,0- Here d = 12 is the
number of blocks. When the constltuent blocks are i.i.d. Gaussian matrices and their transposes,

as is the case here, then R{,{V’ x,0 = 7 [45], and therefore the entries of RW, x,o can be read off
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from Eq. (A316). To simplify the presentation, we only report the entries of RW X, O(GK 71) that

are nonzero, given the specific sparsity pattern of GK ™" The latter follows from Eq. in the
manner descrlbed in [45,[19]. Practically speaking, the sparsity pattern can be obtained by iterating
an Eq. ( , starting with an ansatz sparsity pattern determined by Z, and stopping when the
1terat10n converges to a fixed sparsity pattern. In this case (and all cases that follow in the subsequent
sections), the number of necessary iterations is small and can be done explicitly. We omit the details
and instead simply report the following results for the nonzero entries:

K- 0 RWX@(GKA)T
WX()(G ) ( WX@(GK ) 0 ) (A324)

where,
Ry x oGS, = Gé{’?l(cﬂg_ VPG (A325)
Ry xe(G* ), = Whﬁwﬁgl (A326)
Ry xo(G" ), = ViGEs (A327)
Ry xe(G gy = —\/ﬁf(fll, (A328)

and the remammg entries of RW X, @(GK 71) are zero. Owing to the large degree of sparsity, the
matrix inverse in Eq. (A322) can be performed explicitly and yields relatively simple expressions that
depend on the entries of GK ™" and the matrix X. For example, the (9, 6) entry of the self-consistent
equation reads,

—1 - — -1 1 -1\ 1

aks' = [id@tr (Z- Riixo(@X ) —QE ™) } (A329)
9,6

— —1 —1 —1 —1

- tr[\/ﬁGﬁ (- SpGE L GES = ol,) } (A330)
not00 GE’
02 { }ﬁ L } (A331)
_/\PGl,l G2,2 -9

where to compute the asymptotic normalized trace we moved to an eigenbasis of 3 and recalled
the definition of the LISD p. The remaining entries of the Eq. (A322)) can be obtained in a similar

manner and together yield the following set of coupled equations for the entries of GX -,

el S — R - (A332)
s _Gé(,z (=C+n+p) + pG5, _\/ﬁGé% -
GE' = 79 _ (A333)
2 YGET (0= Q) — 76 (VavGEs " — 1)
—1 r GK71
Gis = E, }(/E ] (A334)
7 '*/\PGl,l 02,2 -9
' CAPGE
k' = E, K‘@ L } (A335)
F=AGT Gy =9
. - GE’
¢f' = EJ-— ;{?G;i dj (A336)
L —_ p _’y
. A/pOGE
6l = E[- 7}(@(/5 K{% ] (A337)
—)\PG1,1 G2,2 ¢

MGE G,
\fp 1,1 22 } (A338)

GE,' = GF;' =E o
3,4 5,6 { )\pGK GK —
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6K V3
| gl

GE' = GE'=E,|- A339
3.5 1,6 " )\pringz—l o ( )
-1 - WP
Gfs' = G =B - g (A340)
_)‘pGl,l G2,2 - ¢
- . YoGE, Vp
Gk, = ak' = EM{ L } (A341)
MGy Gao 70
GK?1 = GK71 = GK;1 = GKH1 —F 2L , A342
3.3 4.4 5,5 6,6 n [)\prllGéf; e ( )

where we have used the fact that, asymptotically, the normalized trace becomes equivalent to an ex-

pectation over p. After eliminating Géf?: "and Gﬁf 5 " from the first two equations, it is straightforward
to show that

T=ir(KY) = le{I SRR ;zfdw/p tvoo (A343)
o 1 g1 1 1
F=fr(K ) = ;GéfQ == + %(r — ;) (A344)

where T is the companion transform of 7, and where « satisfies the self-consistent equation,

1Y (p—p)2+4xpdy/p+ip—o
1—n71 - 29

= = . A345
* (.d+]111 w +Il,1 ( )

Here we used the two-index set of functionals of 1, Z, ;, defined in Eq. (T4).

Note that the product 77 is simply related to x,
T =ypTT, (A346)

so that, given x, the equations for the remaining entries of G¥ o completely decouple. In particular,

. 7,

G;f(jl = _@ (A347)
., 7

Gi;' = _% (A348)

GE," = /prToa (A349)

cly' = Pt (A350)
—1 1 .’EI;

Gsy = GEs =—Tj’1 (A351)
- _ pTL1

G3,51 = G4,61 = f(b AL (A352)

Gy = GF =1y, (A353)
-1 -1

Gfs = Gga =iy, (A354)

oy’ = GF =cE =aly =1, (A355)

which will be important intermediate results for the subsequent sections.
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A9.6.2 FEy;

Define the block matrix Q72! as,

Ing 0 —x1/2 0 0 0 0 0 0
- X"O I, 0 0 0 0 0 0 0
0 0 Ing -z 0 0 0 0 0
0 0 0 I, —wl 0 0 0 0
0 Nie
€] — w
QP21 = 0 0 0 0 In, —Sva=C Y 0 0 (A356)
vi—goT vex T
0 0 0 0 1= Im 0 0 eV
0 0 0 0 0 0 Ing —xt/2 0
X
0 0 0 0 0 - A= 0 Ing 0
0 0 0 -xt/2 0 0 0 0 Ing

Then block matrix inversion (i.e. repeated applications of the Schur complement formula) shows that,

szll _ G2E,221 — Gg? -1 (A357)
Ggél _ G{f{l (A358)
Gf}f _ Gﬁf; (A359)
Gy = GFy =Gl — ol —alf’ (360)
GEy = Py =cf,’ (A361)
Giy = GiF =Gl (A362)
GEy = Gk (A363)
GPy = GPy = Gfgl (A364)
GPyr = Gfgl (A365)
GEy =GBy =cE) (A366)
G;Eil _ Gﬁf: (A367)
Gy = GE' (A368)
Gi3t = (x'?) (A369)
e v/ fr (f(—lwz*WT) A370)
[ n1
orr _ any v/ fr (21/2:1/T K—lwz*) a3
Wi (SWTEIWY)
GEn = - (A373)
e VP r (El/zXFTf{*lVVE*) a3
91 — \/170711
P Y tr (21/2XFTK*1W2*) A7)
6,2 \/%m
Gy = () - ot (X KT (A376)
3 N
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Vol (SXFTR- W)
Vo ’

where Gf 21 denotes the normalized trace of the (4, j)-block of the inverse of (QEN)T. Comparing
to Eq. (A280), we see that the error term F; is related to ngzl by

Giy = &(ZV/mr) — (A377)

(A378)

To compute the limiting values of these traces, we require the asymptotic block-wise traces of Q21
which may be determined from the operator-valued Stieltjes transform. Proceeding as above, we first
augment Q2! to form the the self-adjoint matrix Q¥21,

~NEa _ 0 [QEQI]T )
Q™ = ( QP 0 : (A379)

and observe that we can write Q72! as

NE21 _ 77 ~NE AE
Q 21*27@1/1/2,1)(,97 E21

.
< 0o z7 ) - ( Eo Q2 ] ) - ( 0 B ) | (A380)
Z 0 W.X,0 0 Qs™ 0

where Z = 12m+6n0+n1 , and,

0 0 0 O 0 0 0 0 0
XT
~Jm 000 0 0 0 0 0
0 0 0O 0 0 0 0 0
WT
0 000 —-7& 0 0 0 0
e = 0 000 0 SIS _YEE o 0 [(A38D)
Vi=¢eT v
0 0 0 0 === 0 0 0 Y7
0 0 0O 0 0 0 0 0
X
0 0 0 O 0 ~Jns 0 0 0
0 0 0 O 0 0 0 0 0
00 -x2 0 000 0 0
00 0 0 0 00 0 0
0 0 0 - 0 0 O 0 0
0 0 0 0 0 00 0 0
ngl = 0 0 0 0 0 0 O 0 0 (A382)
00 0 0 0 00 0 0
00 0 0 000 -2 0
00 0 0 0 00 0 0
oo o -%X2000 0 0
The operator-valued Stieltjes transforms satisfy,
G«Em _ ngl (Z _ R%B{7@(GE21))
/= B _ o\l (A383)
—id@(Z- Ry o(GP) - Q5 )
where R{?} o(G21) is the operator-valued R-transform of Q{i? o. As discussed above, since

ezt o is a block matrix whose blocks are i.i.d. Gaussian matrices (and their transposes), an explicit

expression for Rgvz,lx,@ (GF21) can be obtained from the covariance map 7, which can be read off from
Eq. (A379). As above, we use the specific sparsity pattern for G2 that is induced by Eq. (A383)), to

obtain,
_ _ 0 RE21 (GEzl)T
Ry o(GP) = w.X.6 : (A384)
W,X,e( ) ( R%}(’@(GEZI) 0
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where,

Ry oG], = Gst (A385)

(Rt o(GP)],, = VoG53 (A386)

[R%B(,@(GE”)]E,,E) = Ez;ifn)hf PGYE (A387)

(R0 (G, = G52 (¢ _i VPG (A388)

[Riy eGP, = Gig (A389)
Ve

(R o (GP21)] (A390)

89 eI
.. . E21 E.
and the remaining entries of Ry;?% o (G™*') are zero.

Owing to the large degree of sparsity, the matrix inverse in Eq. qm_‘%[) can be performed explicitly
and yields relatively simple expressions that depend on the entries of G¥2 and the matrices ¥ and
Y*. For example, the (13, 3) entry of the self-consistent equation reads,

_ _ _ _ —1
fogl = [id@tr (Z_R%B(7@(GE21)—Q521) } (A391)
13,3
—1

- <1n0+ ¢Gf%105%12) ] (A392)

ng— 00 T
= A393
[1+ /\Gf?G?gl] (A393)

T
= E T (A394)

“[ + LAGE G, ]
T

o[
= I (A396)

To obtain Eq. (A393), we computed the asymptotic normalized trace by moving to an eigenbasis
of ¥ and recalling the definition of the LISD u. We also used Eqgs. (A339) and (A338)) to obtain

Eq. (A394) and Egs. (A343), (A344), and (A346) to obtain Eq. (A393). The final line follows from

the definition of Z* in Eq. (I4). The remaining nonzero entries of Eq. @) can be obtained in a
similar manner and together yield the following set of coupled equations for the entries of G¥21,
1
G = ;’0 (A397)
Git = T3, (A398)
Gy = I, (A399)
Gg’gl = fyTGSEjl (A400)
Gry = wWorli, (A401)
Gy = Wrrls, (A402)
x5
GPr = - ;’1 (A403)
xZ5 |
Gyy = —ﬁ (A404)
Gri = Gg3 =Ty, (A405)
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By Eor _ ~Eo _
GiT = Gy =Gy =1

b

(A406)

where we have again used the definition of the LISD g, the relations in Eqs. (A357)-(A377), as
well as the results in Sec.[A9.6.1]to simplify the expressions. Note that in these equations and the
above example for the (13, 3) entry, we have leveraged the simple manner in which ¥* enters in
Eqgs. (A357)-(A3T7), namely linearly in the numerator, to simplify the dependence on ¥ and X*. In
particular, by rewriting the arguments of the trace terms in an eigenbasis of ¥, the only dependence
on X and X* that remains is through the training eigenvalues A and the overlap coefficients r. As
such, the tr in (Eq. (A383)) can be written as an expectation over the LISD y in the limit, which
leads to significant simplification through the introduction of the two-index set of functions of p, Z7 ;,

defined in Eq. (T4).

It is straightforward algebra to solve these equations for the undetermined entries of G*2! and thereby

obtain the following expression for Fo1,

T

By = —2¢I§}1.
A9.6.3 Fs
Define the block matrix Q7% = [QF1 QF=] by,
I va=tel X 0
m S Yo
_evi—¢ g 0 0 v
Ny n VL
0 0 I,, —XU? 0
0 S (R 0
0 0 0 0 I
Es1 no
=1 - o 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
and,
V777C@T(C777) \/EXT(C*W) O 0
Y/ YV1no
0 0 0 0
0 0 0 0
0 0 0 0
ni3*
: o T 4
E31 — ©vn—¢
2 I, 0 0 — = —
0 Lo, —x1/2 0
WT
- 0 I, 0
Vvn=coT N2 0 I
Y11 YVno m
0 0 0 0
X
0 0 0 -5

0
0
0
0
_21/2
In, ;
0
0
0
0
0
0
0 0
0 0
0 0
0 0
0 0
0 0
/AU
N
0 0
0 0
0 0
I, —X/?
0 In,

(A407)

(A408)

(A409)

Then block matrix inversion (i.e. repeated applications of the Schur complement formula) shows that,

—1

Gf,sll = Gﬁillo = Gﬁ

Gyy = Oy =Giy

Py = GEy =GPy = Gl = GEy =
—1

G?,E,?zll = GsE,%l = Gg,aél = fo’,lm = G§4
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(A411)

Py =Gly = oy, = GE; (a412)

(A413)



GE31 = Gf%l = Ggslll = Gg 12 — Géff?l (Ad14)

Giy = Giy =G5 (A415)
oy = G?%l—GEzI—G%al—Gfgl (A416)
Gy = G =Gl (A417)
Gy = Gy =GPy =G5y =GEy (A418)
GE31 _ Gﬁdlg —Géf: (A419)
GFy = GEy=GE; (A420)
Gy = IZS_;EBM (A421)

where G, E “#' denotes the normalized trace of the (4, 7)-block of the inverse of (QE“) . For brevity,
we have suppressed the expressions for the other non-zero blocks.

To compute the limiting values of these traces, we require the asymptotic block-wise traces of Q31
which may be determined from the operator-valued Stieltjes transform. Proceeding as above, we first
augment Q3! to form the the self-adjoint matrix Q%1,

~Es 0 [QESI]T >
Q = ( QE31 0 . (A422)

and observe that we can write Q3! as,

QE31 -7 QE31 _ NFs
= W,X,0 )
E- T
< 0 Z2T\ 0 QE ol Y [ 0 QB (A423)
- VA 0 E31 E31 ’
W,X,0 0 Rz 0
where Z = I. QL = [[QE. 11 (@52, o]2] and
— L2m+8np+2n1» er w,X,0l1 w,X,012 )
vi—eeT  vpx T
OO - REVALSY RAVALN) 0 ﬁW 0
_9vn— /P
Veosn 0 0 0 i 0
0 0 0 0 0 0
0 - o 0 0 0
Ear 0 0 0 0 0 0
Qwikel, = - 0 0o 0 0 0 (A424)
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
vi—col ¢-n  voX'(¢=m)
VAT /0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
Qb . = 0 0 0 _8vIC{ _veW (A425)
W,X,019 N Ve
0 0 0 0 0 0
_wT
Ve 0 . 0 0 0 0
Vi=te VBX
pose = 0 0 0 0
0 0 0 0 0 0
0 0 0 -I= 0 0

W
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0 0 0 0 0 0 0 o 0 0 0 0
0 0 0 0 0 0 0 o 0 0 0 0
0o 0 0o -x=¥2 o 0 0 0 0 0 o 0
0 0 0 0 0 0 0 o 0 0 0 0
_yl/2 n1=%p
5 coo o o o a0 " o0 o
31 —
Qy B 0 0 0 0 0 0 0 0 0 0 0 0 (A426)
0 0 0 0 0 0 0o 0o -x¥2 o0 o 0
0 0 0 0 0 0 0 o 0 0 0 0
0 0 0 0 0 0 0 o 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 -—x/2
0 0 0 0 0 0 0 o 0 0 0 0
The operator-valued Stieltjes transforms satisfy,
~E31 _ AEs Es1 E31
G" =G (Z — Ry?xo(G™))
(A427)

_ _ _ _ —1
—id@i (2 - R o(G™) - QE")

»E ~E- . ~E . .
where Ryl o(G741) is the operator-valued R-transform of Qs o. As discussed above, since

Qﬁ}}( o 1s a block matrix whose blocks are i.i.d. Gaussian matrices (and their transposes), an explicit

expression for Rﬁflxﬁ (GF51) can be obtained from the covariance map 7, which can be read off from
Eq. (A422). As above, we use the specific sparsity pattern for G2 that is induced by Eq. (A427)), to

obtain,
_ B 0 RE31 (GE31)T
Ry o(GPr) = w.X.,6 A428
o0 = ( gy ey ) ey
where,

Gyy (C—m)  VPGgy fGE“( 9

[Ryxo(GP)] | =

L1 o v o
GE(C—n) (¢ —n) A4,
v
, Gr3(C—n pG13 pG13% (n—¢
[R%%7@(GE31)]1 o= 7,2 ( ) . \/> 12,3 + \/> 12,8( )
’ v v y
LG C—m (=) g0,
v

YGTT (¢ —
[Rg[/%l)(’g(GEgl)]272 — w + \/IBQ/JGE? (A431)

PG (¢ — YGT(C—1n) (¢~
[RE[;:}Q@(GESI)]QJ _ 1&;;77) + \/>1/JGE31 1,1 ( ’y(;])( 77) (A432)
[Ritt 0(GP)], , = VPGoy (A433)
[Rid @(GE‘“)L1 0= = /PG (A434)

GE31
[Rix oG], = \C 5 (A435)
. . \[ E31 (77 C) \/ﬁGlEO:s,ll

[Ritt'y o(GP)]; , = v 5 (A436)

YGEH(C -
[Ryx eGP, , = w + VUG (A437)

. YG1Eh0(C —n) YGT3(C—n) (¢ —n)

[Rit o(GP)), , = % + Gy 4 L0 = (A438)
[Rittk (G0, = VPGaY (A439)
(R oGP No1y = = VpG7Y (A440)
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GE31 _ GE31
B o(GE)]y, = =2 f UL (A441)

RE (G Gr7 (C—n)  /PGis%
A (ol | - (A442)

’ Y Y
E31
pG
R oGP, = \C - (A443)
E: E.
. PG5 (n—¢) ZEsT%

[R%B{,@(GEM)LZS _ VP 1{;)(ZS B f7;0,10 7 (A444)

and the remaining entries of RE31 o(GF1) are zero. Similarly, following the example from G2
above, plugging these expressions into Eq. (A427) and explicitly performing the block-matrix inverse
yields the following set of coupled equations,

VUG (C = n)

2, =2 _ _
GFy = 2 JpryGPy + - LT . n) (€ —mn) (A445)
o _ P¥9Toa (=0 ~2*Tiop  pGi5iTos | T GrE T (A446)
50 VP ol ¢
oy
oy pTILQ (77 - C) - ;b’zp \/>G1(5°’ 111 2 p3/2T2G$3211272
Gy = + : (A447)
' VP Y ¢
GE31 — ZGE31 QGE31 -1 _ A448
10,1 (C—=n) —/pT 123""77'(7' ) (¢ —mn) ( )
72 (QL op + pTYT. -
G,f]f:l4 _ 77 \//B (¢ 172p ’(/}p ,ll) 1,2 (C 7])) +\/>¢GE3110,2 3/2 2GE31112 (A449)
2 72 (L% 5p + pTUT —
G]_E23)13 _ _’Y \/ﬁ ((b 2,2p wp w 2,2 (C 77)) _'_\/*gbGE\nIlZ ,7p3/27—_2G1ES;’111—2’2 (A450)
2 —27T%
VP17 L5 5p _
Gy =Gl = T“ — prGEY Ty 5 — pTGig Ty o + 2Ty 2 (1 — C) (A451)
E E VoI 2/ E. E
GEy =Gy = TQ — prGEY Ty 5 — prGIEiTL o+ 2T1 5 (7= Q) (A452)
. b i Liopt eI (=0 \PGIATL . pPPTGEYTs
G 31 — G 31 — 2 _ 2 + 2 (A453)
N g ¢
5 5 YTPLs 4p 5 5
Goi =Gio5 = *71/}2 = p1Gr3 La o — pTGi3 s 5 + 2Lz 5 (n = Q) (A454)
TOLF
Gyt = Gii's = —WJ’ZP prGTY T — prGigi Trg + 2T 2 (1 =€) (A455)
2 =2 *
vE/PT (¢I§ p+pYLs 5 (C — n))
GBy = Gl = - e FVRGE T,
V0P PG T 5 (A456)

Here we have used the definition of the LISD p, the relations in Eqs. (A410)-(A421)), the definition of
T*,, and the results in Sec. @Ito simplify the expressions. It is straightforward algebra to solve

a,b’
these equations for the undetermined entries of G¥3! and thereby obtain the following expression for

Es1,
o (N —()As1 + pBs;
D3 ’

F3 = o2 (A457)

where,
A = P1ea’Ton (9T + v+ )+ 20m0% (0 — OTrz + P10’ T1
+79 (229(C = n)? = p* (¢ —y79)) — PPy I3

(A458)
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Bsi = ppatoTs o To o — pa*¢ Ty 4T o + 2’ ¢ Ty 5(C — n) — pa’ ¢ T, (A459)
D3y = —pa*¢I3 o 4 20022 " T 2(n — () + p* Y $° 7 o + p*2° ¢Ta 2 (¢ + ¢)
+¢ (z%9(C —n)* = p?9) . (A460)

Further simplifications are possible using the raising and lowering identities in Eq. (A3)), as well as
the results in Sec.[A9.6.1] to obtain,

772 (p5 (9T 2 + w)(w + If ) + 215 ,)

By = o ’ (A461)
8t T+T$(w+¢112)—7'{1,‘2w122
50
= 2 (0L (0T + )+ Ti) + 2T (A462)
c Oy ¢ ’ T
where we have used, 5
L x (A463)

O v+ py(Er+T)(w+¢Ti)
which follows from Eq. (A345) via implicit differentiation.

A9.64 Es
: E3s — [()E32 n)E32
Define the block matrix Q"* = [Q; 2 °2] by,
I vi—geT  vpx T o o 0 vi=¢o ' (¢—n)
m VT V0 o VT
_9© P
N Ing 0 0 -2 0 0
0 0 Iy, —x'/? 0 0 0
_wl
0 e 0 L, 0 0 0
0 0 0 0 Ing xt/2 0
X
- A= 0 0 0 0 Ing 0
, 0 0 0 0 0 0 In
= 0 0 0 0 0 0 i ’ (A464)
T
n—C¢O
0 0 0 0 0 0 VIS
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
wT
0 0 0 0 0 0 -
0 0 0 0 0 0 0
0 0 0 0 0 0 0
and,
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
o2 (n—¢) 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
n1=*p
L=t 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
_evn=¢ _ VPW
Py O T
2E:32 — ng axT (A465)
0 I, 0 0 0 0 0
VT
0 0 In, — —-%'/?2 0 0 0 0
X
0 1o 0 Ing 0 0 0 0
0 0 0 0 Ing =20 0
s1/2
0 0 0 0 0 Ing 5 OX
0 0 0 0 0 0 Ing A=
0 0 0 0 0 0 0 I'm

Then block matrix inversion (i.e. repeated applications of the Schur complement formula) shows that,

GE32 = Gﬁf’?m = G%,le =1 (A466)
oy = abe =gl (A467)
aly = aPy =gk, (A468)
Gi¥ = Gif = Githy = Gihe = GI = G5% = Giflo = Gl = Gily (A469)
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GE” = GE32 G10 1 = G12 8= G12 13 = Géf: (A470)

Gi¥ = Gy¥ =G5, =Grs3, =G5y (A471)
Gyy = Gy =Gy (A472)
aPe = abe=cBa =G, =G (A473)
GE32 = G%210*G45 (A474)
Gg:%z = GEJQ G1012 GllS_Gll 13 — Géf:; (A475)
GPy = Gl=Glih, =GE (A476)
oy = af, =Gk (A477)
Gy = gEsg, (A478)

where GEJ“"2 denotes the normalized trace of the (4, j)-block of the inverse of (QE32 ) . For brevity,
we have suppressed the expressions for the other non-zero blocks.

To compute the limiting values of these traces, we require the asymptotic block-wise traces of QF32,
which may be determined from the operator-valued Stieltjes transform. To proceed, we first augment
QP32 to form the the self-adjoint matrix Qs2,

E T
AE 0 32
OFs — ( o [@ . ). (A479)
and observe that we can write Q2 as,
NEso 7~ _ NE32 _ AE32
Q™ =72 -Qy%ke b
T T
T E32 Ess A480
(54 )-( et el - o, 18T, (AED)
32 32
Qw’.eo 0 ) 0
where Z = I. QL2 o = [[QE, o)1 [QF# o)2] and
3m~+10no+2n1> WX e = w,x,0l1 l¥w,x, 012 4
0 vi—ceT  vpxT 0 0 Yai<el(-m
. e Vo Jow VT
ovn— P
— Sy 0 0 0o - o0 0
0 0 0 0 0 0 0
WT
0 - 0= 0 0 0 0 0
0 0 0 0 0 0 0
_ X
1o 0 0 0 0 0 0
o 0 0 0 0 0 0 0
[Qwikel, = 0 0 0o 0 0 0 —wl (A481)
vn=¢eT
0 0 0 0 0 0 =
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
_w’l
0 0 0 0 0 0 N
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 o 0
0 0 0 0 0 0 o 0
0 0 0 0 0 0 o 0
0 0 0 0 0 0 o 0
0 0 0 0 0 0 o 0
0 0 0 0 0 0 o 0
_evi=t _ W
g A T S
[Q2 ] (A482)
-
w.X,© 0 0 0 0o XX o o 0
TG
0 0 0 0 0 0 o 0
X
0o - 0 0 0 0 o 0
0 0 0 0 0 0 o 0
0 0 0 0 0 0 o 0
X
0 0 0 0 0 00 -
0 0 0 0 0 0 o 0

~
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0o 0 0 —-x¥2 o 0 0 =¥2(m—-¢) 0 o0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
_yl/2 n1=%p
0 0 0 0 0 - 0 L=t 0 o 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Qgﬁ»? =] 0 0 o 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 o0
0 0 0 0 0 0 0 0 0 0o —-x2 o 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 —xi/2 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 25/; 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(A483)
The operator-valued Stieltjes transforms satisfy,
~E32 _ B3y pEs2 ~E32
G™? =Gy (2 - RW,X,@(G )
—1 (A484)

—id@tr(Z- R o(GP2) - QE»)

D Es2 E32)\ ; NE32 ; ;
where Ry o(G7#2) is the operator-valued R-transform of Q7% o. As discussed above, since

QE32. o is a block matrix whose blocks are i.i.d. Gaussian matrices (and their transposes), an explicit

expression for Rﬁ}’:}’@ (GF»2) can be obtained from the covariance map 7, which can be read off from
Eq. (A479). As above, we use the specific sparsity pattern for G2 that is induced by Eq. (A484), to

obtain,

_ _ 0 REsz (GE32 )T

REI;:QX,G(GEM) = < R%z}( (GEgz) W’X’@() ) (A485)
where,

_GF(C-m)  VpGeE | GyF(C—m (C—n)

Rt o(GF2)], S S 5 (A450)
E32 GEs2 GEs2 (¢ — _
(R o(GP2)] = (5 d \/57113 e : 777) - (A7
GE32
(R eGP, |, = fvl“ (A488)
E32 E32 E32 (C 77) E32
[Ry'x o (G72)],, = T + VoY GyE (A439)
, PG (¢ =
Rl o0, = E 4 iy + v
GE32 _ _
N VGIT(C Wn) (/) (A490)
(R e(GP2)], ; = VBG5S (A491)
[Rgv'f},e(GE”)Lm = V/PGrE (A492)
GEsz
RE o(GE0), , =~ Y (A
GEsa
[Rfvﬁ},e(GE“)]m = \Q 5 (A494)
YOTR (G~
RE o(GP2)], , = vib Dy Jauai, (A495)
GE'32 _
R e(GP2), . = W +VPUGE 3 + VUG
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wGE” = (¢—mn
Yo

[Ri o(G2)], ; = VPGo ¥
[Rit 0(G2)] ) = VPGTH
Gar(C-n)  VpGsth

RE o(GF)), | =

Y Y
[RE32 (GEsz )] E32 (C 77) \/EG1E13,212
wW,X,© gAg -
’ Y Y
32 2 \[G%%Q
[RIJ?I},X,@(GEs )]9715 = ~
E32
R0 (7)), , =~ 2
W, X,0 11,3 - ,7(1)
Es32
E3o E3o _ \/EG9,9
[Bye(G™ )]11,12 Y
R o(GP2)],, , = VPG ¥
(RES o(GP¥)] | = VAGES
E3o
Ess Eas . VPG5
(B o(G72)] 5 = e
" . fGESQ
B30 (G 1 = = o

(A496)

(A497)
(A498)

(A499)

(A500)

(A501)

(A502)

(A503)

(A504)
(A505)

(A506)

(A507)

and the remaining entries of REC“2 o(GF22) are zero. Similarly, following the example from G¥2
above, plugging these expressions into Eq. (A484) and explicitly performing the block-matrix inverse

yields the following set of coupled equations,

GE32 =7 fT2¢GE32 + y f72¢GE32

VTG (¢ = n)

¢
N V272 (¢ ; n) (¢ —n)

V7L 4P
GEsz 7. e
3.1 (C 77) "

By Ziap | prTia(C—1) )
GEs = (—7) ( a2 | o7
GE32 _ pTwILl (T] - C) - (Zﬂ'f,lp

o N
P _ VPT (’77_'1';1/) + 9Ty, (n - Q)

Ve 0o

Goi? = GrE (¢ — 1) = W/pr Giis + 77T 7 (¢ —n) (¢ =)

vfﬂb (WTL WP T VL5 (= C))

Glos = ; + VPOGEYTs
- 703/2%26'5,3121%,2
2 /P72 ($T7 op + priTrs (C —
G — VP (¢Z7 op + prvTin (C — 1)) ROGE T,

G
— 0" PGy T
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(A508)

(A509)

(A510)

(AS11)

(AS12)

(A513)

(AS14)

(A515)



Esy _
G103

E32
Gi0%
Ess
G11,3

Ess
G11,4

Ess
G11,5

E3a
G155 =

G133
Gis%
G133
G184
G1s%
G
G1s%
Giiy
G133
G133
Gii%
Gii%
Gﬁ?’,zl 0

E32
G

YTPLT op =
— 2 prGER T 5 — prGER T + 2T (1 O)

(0
"Y2p7_7_—2I§’2p Egg = E32
s Ty, — pTGIE T 5 Ty, (1)
YVPTD (VL5 20 + VT2 (1 — C) _
o f ( 2,2 ¢ ) +\//>7¢G7E,3221.172 *’Yﬂ3/2T2G§:3izI2,2
2 =2 *
27 (T3 o0+ pTVT 5 (C )
_ 2’ ” 2 + \/E¢G7E,%QI%,2
— PP GERTs
VTOL op s B
7T —prG7Y I%,Q — pTGyg 1%72 + zzgg (n—2¢)
2 —2 7% 2
VP17 L Lp 2°Ls 5 (C—n
— 22 pTG;Ef’;Z%Q - p?GiﬁZI%72 + 22(25)
zI% p o212 FLs ,(C—n)
iy = VPG iy | PITIGEET
NG g ¢
10T e (=) —2*Tipp  PCoiTon | P GrE T
N Y ¢
VprTI; 4p 5 5
T T rGE Ty eGP Ty + Ty (= ()
2 7_7—_21* 27. _
w _ pTG$321172 _ p?GgE:aiZILQ + W
xZ3 27257 —
1211,2/) 4 2P ;,2(4 n) - \/ﬁGg:?ile,Q N p3/27’2G$§21272
VP v ¢
VPTYTy o (C=m) =25 op  JpGEYTy,  pYPT2GIYT
3 1ty 213
Vo Y ¢
$Il’1
¢
T I _ A2 T%QI*
¥laa (o 735 S BT GE T TGS T
a*PIs 5 (n—C) - ’YQPT%%I;zp Fa _ ~Ess
N FVPTOES Ty o + VTGS T
?Ti 00 GyPIsy  prPGrETs,  pr27Ts 5 (n—()
pv Y ¢ ¢
22T _
T TR (1-0) | GiPTie  prGri T
p gl ¢
LL‘IQ 1
VP
TI%’l
¢
TIl,l
¢
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(A516)

(A517)

(AS18)

(A519)

(A520)

(AS21)

(A522)

(A523)

(A524)

(A525)

(A526)

(A527)

(A528)

(A529)

(A530)

(AS31)

(A532)

(A533)

(A534)

(AS535)



I,

Giihe = == (A536)
14,12 NG
T

Giiis = —— (A537)
14,13 N/

G = Gl (VAT GRS (1= Q) + pr* Gl + A/ (=R (C = m) (C— )
PTG (A538)
Gish = —VprGiits (A539)
2 T7_'2I*
Gii = G133 = w — prGYE Ty o — pTGs T o +aTh o (n —C) (A540)
Ggg =Gy = Gids = 1, (A541)

Here we have used the definition of the LISD p, the relations in Eqs. (A466)-(A478), the definition of
7, p» and the results in Sec. mto simplify the expressions. It is straightforward algebra to solve

a
these equations for the undetermined entries of G2 and thereby obtain the following expression for
E3s,

(n—¢)As2 + pBsa

B =
32 Dao

(A542)

where,

Agy = —p* 1?2 T\ T5 o + pP Y I3 5 (pg + 200 (C — ) — PP’ 9T 1 Ty 2 T

+ PP (=€) + pP TP T Do o (p + (¢ — 1))

+ p*1x? T 0T 2 (pd + 20 (C — 1)) + PP GI] \ Th

— PP 1xdTy 1 T 2 (pd + 2 (C — ) + prebaTy 1 (¢ — n)(pd + 2 (¢ — 1))

= prpxZs o (p + x(C — ) (pd + 2 (C — 1)) (A543)
By = —p*a’L3 513 5 — 2p°0a” 015 015 o + 2000 65 0 Ta o (0 — ) + p*Y2 L5, 17 5

= 2%t O* T3 T 2 To o + P x0T 1 T3 5 + p*a T3 3 To 2 (¥ + @)

+ PPt 6T 0T 1 To 2 + pa° O3 5 T 2 (p(1 + ¢) + 22(C — 1))

+ P2V O’ L5 Ty 1 Th o + p*aP 0P T 1 Th 2T 0 + pha®dTs 1 T1,1(C — 1)

— px* ¢T3 ,Th 1 (pd + xY(C — 1)) — ppa? ¢TIy 1 Ioo(p + 2(C — 1))

— PP’ T T Th o + T (a*(C — m)? — p°2?0) (A544)
D3y = —p*a* ¢T3 5 + 20" 02 ¢*Th 2(n — ) + p*Ya”$°IE 5 + p* 2 ¢Ta 2 (¢ + ¢)
+ po (2®%(( —n)* = p°9) . (AS545)

Further simplifications are possible using the raising and lowering identities in Eq. (A3)), as well as
the results in Sec.[A9.6.1] to obtain,

0
Esp = 8: ((¢Il 9+ )(— + %Ilyl(w +Iil)) w(;/f”ﬂ 2+ ¢ Il 2= T/Iﬁ‘p) )
(A546)
where
ox _ x _ (A547)

oy A+ py(TY/o+7)(w + ¢TI )

45



A9.65 E,

Define the block matrix Q%+ = [QF*
I 7V"_<@2T2
m Rava
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0 0
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1 0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
and,
0 0
0 0
0 0
0 0
0 0
0 0
X
_\/an] 0 )
;34 _ I, \/rgcnglu
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(A548)

(A549)

Then block matrix inversion (i.e. repeated applications of the Schur complement formula) shows that,

G%,w = Gif,m:l
-1
Gyl = GEy=Gf,
-1
Gyhy = Ggh=Gy
Giy =

Giy =
Gy = Ggi=

—1
GsE,i = G%,7:G§6
Gyy =
Gg,% = G1E14,12:Gf;1
G§i = GJy=GP, =G
G:ISE,% = G%,n:Gg:

Eys _ Es _ ~Ey _ ~AKT!
G5 =Gi011 = Gia7=G34

Es _ ~Eys _ KU
G1o,12 = G11,7 = G3,5

Ey _ ~Es _ ~Es _ ~K7?
Gos=Gria=Gi110 =Gy

E, _ ~K7!
12,10—G5,3
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Ey __ Ey _ Ey _ Ey __ Ey __ Ey __ Ey _ Kt
GG,G - Gll,ll - G12,12 - G(4,4 - G5,5 - G7,7 - Glo,lo - G3,3

(A550)
(A551)
(A552)
(A553)
(A554)
(A555)
(A556)
(A557)
(A558)
(A559)
(A560)



Ey _ Es _ ~K™!
G4,5 - G7,10 - GG,S

v

Ey _
Gifs = —FEi,

(A561)

(A562)

where G f  denotes the normalized trace of the (4, j)-block of the inverse of (QE“)T. For brevity,

we have suppressed the expressions for the other non-zero blocks.

To compute the limiting values of these traces, we require the asymptotic block-wise traces of Q¥*,
which may be determined from the operator-valued Stieltjes transform. To proceed, we first augment

QP4 to form the the self-adjoint matrix Q%+,

SEq 0 [QEAL]T >
o= ( QP 0 '

and observe that we can write QE4 as,

Q% =7 Qo - O
T

= < 0 z' ) _ 0 [ {%‘tx,@} _ 0

Z 0 Wx.e 0 5h

where Z = Iy 9ng+3n:s Qﬁ)‘,x,@ = [[Q;Eﬁx,@]l [Q%X,@M and,

— T T
I Y 0 (L
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0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
S 0 0 0 0 0
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T T
(QEs, ). = Im RATICIS /LS 0 0
W,X,0ly Y1 Y0
—211vn-¢ I 0 0 —YPW1
VY 3! VT
0 0 Ing 0 0 0
wy
0 - 0 Ing 0 0
0 0 0 0 Ing 0
0 0 0 0 0 I,
0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0o 0 0 —-x¥2 o 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 —xt/2 0 0 0 0
0 0 0 0 0 0 2\1/; 0 0 0
By _ 0 0 0 0 0 0 0 0 0 0
= 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 2 0 0 0
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The operator-valued Stieltjes transforms satisfy,
GPr = Gg4(2 - R%X,(—)(Gﬂl))
/- - _ N1 (A568)
—id@ i (2 - Rl o(G™) - QE)
Vyhere Rfv‘f X,(—)(GE4) is the operator-valued R-transform of Qﬁ,“ x.o- As discussed above, since
Qﬁ}* x.o 18 a block matrix whose blocks are i.i.d. Gaussian matrices (and their transposes), an explicit

expression for R% X0 (G*+) can be obtained from the covariance map 7, which can be read off from

Eq. (A563). As above, we use the specific sparsity pattern for G4 that is induced by Eq. (A568), to
obtain,

_ _ 0 RE4 (GE4 ) T
B4 Eyy _ W,X,0
Rytxe(G™) ( RE!, o(GEY) 0 : (A569)

where,

_GEC-m) G

(Bt x.0(GP)], > . (A570)
(RE o(GE4],, = W RGPS (AST1)
[Ritx 0 (G, = VPUGiss (A572)
[llzfﬂ‘/“,)c,@(GE“)LL5 = —\/ﬁ% (A573)
(R x.0(G™)], , = VPGS (A574)
(R x o(G], = —\/ﬁg’% (AS75)
Ey E4
(R xe(GP)] = Gg’g(g - \/ﬁcj“o (A576)
Ey
[Rfvfx,e(GE“)]g’g = 0887(;_77) + VPG 1 (A577)
[Ritt x.0(GF)],, 1, = VPGoh (A578)
(Rt x.0 (G, 5 = VPG2ia,s (A579)

and the remaining entries of Rﬁ,‘f X.0 (GF4) are zero. Similarly, following the example from GF21
above, plugging these expressions into Eq. (A568) and explicitly performing the block-matrix inverse
yields the following set of coupled equations,

78 = —%%’2 (A580)

7= _¢\z/%2 (AS81)
Groa = —\/Z)T;L’Q (A582)
Gige =113 (A583)
Giig = WT(ZIQ’Q (A584)
Grsg = WTQ(ZIQ’Q (A585)
Gia = —WTQ(ZIS’Q (A586)
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GE, = —2 (A587)
125 — N
Ghyy = P2 (A588)
12,6 — P
2 =7*
Y/ pT°TL.
G, = \fd)w (A589)
V/PTTLE
Gy = TQ (A590)
Ey 1‘132
G13,5 = _7 (A591)
x1s
Giie = —% (A592)
5 Iy |
GP = ﬁcb (A593)
Gl =7(-7T5, (A594)
Gy =~(-1I;, (A595)
I*
Gz = *% (A596)
Gria = 7/pTYGis (A597)
Grh=Giis =7Ts, (A598)
2
pT Is
Gros = Giity = fqbz (A599)
Giis =Gy =1 (A600)
Gry =Gy =Giie =12, (A601)

Here we have used the definition of the LISD p, the relations in Eqs. (A350)-(A362)), the definition of
Z; ;» and the results in Sec. to simplify the expressions. It is straightforward algebra to solve

these equations for the undetermined entries of G and thereby obtain the following expression for

Ey,

72

¢

A9.6.6 Results for total error, bias, and variance

Ey4 T3, (A602)

General expressions for the total error, bias and variance in terms of Es;, E'31, E32, E4 can be found
in Sec.[A9.5] Combining the results from Sec.[A9.5|and Eqs. (A407), (A461) and (A546) yields
expressions for the bias and total error. Using F,, = B, + V), these results also determine the
variance. Putting all the pieces together we find,

B, = ¢I;, (A603)
,(/J 83} * ¢2 — * *
Vi = _Pga Tia(w+ oLy 2)(w+I7 ) + E’YTIMIQ.Q + 7L 2(w + ¢I7 5)
+ 02 ((w + oL 2)(w+Ii ) + qulh)) (A604)
(A605)
where z is the unique positive real root of x = wl_:gl Tl , as in Eq. (A345). The derivative g—: follows

from implicit differentiation and was given in Eq. ,

ox T
7 . A606
R Favly P RRR A (A600)
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The asymptotic trace objects 7 and 7 were defined in Eq. (A343)) and Eq. (A344) and are given by,

V@ =92+ dady/p+ Y — ¢ 1y
T = 20 and 7’—;4—8(7—

All together, these results prove Thm. [5.1]

L (A607)
gl
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