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A APPENDIX

A.l1 MPTP

Algorithm 1 Multi-party Training Process w.r.t. D (MPTP)

Insurer Input: data: {X;,Y;}? ,, hypothesis class: 7 (if obtain T" via supervised learning)

Insurer Output: {X;}" ,

TTP Input: data: {X;,Y;, D;}, hypothesis class: F, risk function: R(f1,..., fip)) (Eq. @)
repeat

train fi,..., fip| by minimizing Eq.
until Convergence

compute h*(X) using Eq.
return f1,..., fip, A" (X)

TTP Output: f1,.. ., fip, h*(X)

A.2 MPTP-LDP

Algorithm 2 Multi-party Training Process w.r.t. S (MPTP-LDP)
Insurer Input: data: {X;,Y;}" ;, hypothesis class: H (if obtain T" via supervised learning), hypoth-
esis class: /C (if obtain X* via supervised learning)
Insurer Output: {X;}" , {X/}",
TTP Input: data: {X,,Y;, S}, {X}, S}/, hypothesis class G, risk function: Vk €
(], Rigr) = 32721 L(gk(X} ;5 Sk,j)) (see Lemma , hypothesis class: F, risk function:
if scenario 2 (7, 7 unknown) then
compute 7%, Tk, k € [n1] (by applying Lemma
compute C using 7y, T, k € [n1] (by C} estimation procedure
compute 7, 7 using Cy
compute IT~! using 7, 7
else
compute IT~! using 7, 7
end if
repeat
train fi,..., fip| by minimizing Eq. @
until convergence
compute 7*(X) using Eq.
return f1,..., fip, A" (X)

TTP Output: fi,.. ., fip, h*(X)
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B DEFERRED DISCUSSION ON ASSUMPTIONS

B.1 RESTRICTIONS ON ASSUMPTION A

The restriction of Assumption A relies on the type of generator (which will influence the tail
distribution of 7) and the number of data within each group (which will influence the accuracy of 7).
The condition in Assumption A is equivalent to:

N

t

< exp(47),

"

when K > 0 is a constant.

Generally speaking, this assumption holds if 7 is inverse exponential distributed with a translation of
I%\ or having a lighter tail than the inverse exponential distribution that is
1 1

R TR

1)
when t is close to ﬁ, where f;(t) is the pdf of 7. Especially, since a bounded distribution is also

sub-exponential, if |7 — ﬁ\ > ¢, for some € > 0 condition is also satisfied. This will happen when

the number of data within groups (m) is sufficiently large and 7w — ﬁ is large enough.

B.2 A GENERAL DISCUSSION

It is imperative to note that the support of our assumptions and theorem requires the availability
of multiple independent datasets. when the observations are naturally organized in this manner,
the application of the following assumptions is direct. Notice that the same concept applies to
non-independent datasets with a mixing property (such as a-mixing). In such cases, we only need to
use the Bernstein inequality under strong mixing conditions(Bousquet & Bousquet|(2009)/Chen &
Louis|(2008)).

According to the form of C‘Lk, the tail of this estimator is equivalent to the distribution of 73, =
maX;e[m) g (X} ;) near I%\' If gi is a good estimator as well as m is large enough 7, will be
concentrated near 7 > I%\ which is guaranteed by Lemma Especially when 7 — \DI is relatively
large, it is reasonable to expect that 75 has a sparse distribution near |D|, which implies that 01 k
has a sub-exponential tail (or even bounded) For Assumption Bm 14.3] notice that within every group
k € [nq], 7y, are estimators for 7, and thus C'1  are plug-in estimator for C. Since C’1 ke areiid., it
is reasonable to assume Cl, . are “nearly” unbiased.
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C DEFERRED PROOFS

C.1 LEMMA[4.2]PROOF

LemmaGiven the privacy parameter €, minimizing the following risk (Risk-LDP) Eq. @ under
e-LDP w.r.t. privatized sensitive attributes S is equivalent of minimizing Eq. (1) w.r.t. true sensitive
attributes D at the population level:

|D| D] D]

REPP(fi, i) = D00 [ T By x5, [L(fk(f(),Y)}-ZTk’llP(S:l) .
=1

k=1 j=1

where II~! and T~! are | D| x |D| row-stochastic matrics.

Proof. Step 1:

Since the e-LDP randomization mechanism is independent of X, Y, therefore, the distribution of S'is
fully characterized by the privacy parameter € and the distribution of D. Therefore, the distribution
of S is deterministic once the privacy parameter € and the distribution of D is given.

Step 2: Recover distributions w.r.t. D

Inspired by proposition 1 in|Mozannar et al.|(2020). Let £, &> be two probability events defined with
respect to (X, Y,Y), then consider the following probability:

P(£1,E | S = d)
=Y P(&,&|S=d,D=d)PD=d|S=d)

d'eD
=Y P&,&|D=d)PD=d|S=d)

d’'eD

P(S=d|D=d)PD=d)

=N PE,&|D=4d)

dgj b SuepP(S=d|D=d")P(D=d")

TP(D = d) , 7P(D = d')
=p D= P D= .
& D=dGm—ary ZﬁIP(D:d”)+Z Gl D=d) s b gt S D =a)
dd d'\d d'"\d

Then,let &, =Y, & = X, we obtain the following:

P(Y,X | S =d)
=Y PV, X|S=d,D=d)P(D=d|S=d)

d'eD
=Y PV, X|D=d)P(D=d|S=d)

d’'eD

. P(S=d|D=d)P(D=d)

=N PY,X|D=4d)

d;) SuepP(S=d|D=d")P(D=d")

. TP(D = d) - . 7P(D = d')
=P(Y,X|D=d P(Y,X|D= .
(¥, X| VPO =d+ 5 D =d) Z% WX D =d) s S =P(D =)
d'"\d d"\d

Denote p; = P(D = d), then let IT be the following |D| x |D| matrix with the following entries:

J— TP ;
II, ; = i S Fra ,fori € D
d’’\i
R P - CLs
IL ; = TS T Jori,j e Dst,i#j
al’\i
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then we have the following system of linear equations:
P(Y,X|S=1) P(Y,X | D=1)

=1I

P(Y,X | S =|D|) P(Y,X | D =[DJ)
denote as s; = IIdy, where s; = P(Y, X | S),dy = P(Y, X | D).
Since IT is row-stochastic and invertible, we show that the entries of II~! take the following forms:

—1 _ m+|D|—=2 TP+ g, TP .
ii = Dla-1 pi fori € D
H._l  p—1 TPt g TPar

3

~ IDr-1 Di

Jfori,j € Dst,i#j

multiplying II~! on both side, we recovered
~ ‘Dl ~
P(Y,X |D=k)= T PY,X|S =)
j=1
=T 'P(Y, X | 9)
where H,;l denotes the k™ row of TI 1.
However, there is still one component that we do need to estimate in order to recover the population

distribution of P(Y, X | D). We need to further estimate P(D = d). Using the same technique, to
estimate P(D = d), first write P(S = d) in terms of the conditional probability of .S given D as:

P(S=d)= Y P(S=d|D=d)PD=d)

d'eD
=P(S=d|D=dP(D=d)+Y P(S=d|D=d)P(D=d)
d'\d
= Tpa + Z TP -

d’\d
Then we write the above expression in terms of a system of linear equations. Let T be an |D| x |D|
matrix with the following entries:

T, ; = m fori € D
T,; =7, fori,j € Ds.t,i#j

)

then we have the following system of linear equations:
P(S=1) P(D=1)

=T
P(S = |D) P(D = |DJ)
denote as s; = T'dy, where so = P(S) and dy = P(D).

It follows the same argument that T" is row-stochastic and invertible and it is easy to verify that T—!
takes the following form:

Tz_zl = W‘J{)l‘f‘:f,fori eD
i = e fori,j € Dstyi#
by multiplying T'~! on both side, we obtain:

ID|

P(D =k) =Y TyP(S =)
=T, 'P(9).
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Step 3: Recover the loss w.r.t. D

At the population level, we have recovered that:

P(Y,X | D=k)

=II,'P(Y,X | S),

where P(D = k) = T} 'P(S) is used in calculation of I ".

Hence, we recover the population equivalent of Eq. :

|D|
Z (EYX\D—k {L(Y’ fk(X))} -P(D = k))
k=1
|D|
:k; (/Y /XIF”(KX | D=k)L (Y, fk(X)) dXdY -P(D = k))
o /] |D| D
- ( /Y/XZH,;]HF’(Y,X | S = -)L(K fk(X))dXdY 'ZTk_llp(S — 1)
=1 J=1 | =
o [ [IDI D
=2 ( Z/ L P(Y, X | S = J)L(Y, fr(X))dXdY | > Ty 'P(S =1)
k=1 \ [j=1"Y /X | =
| |D] ) D]
- IEy 55y [L0R(0.Y)] - YT RS = 1)
k=1j=1 Py

Therefore, we conclude that it is equivalent to minimizing:

|D| D]

(f1*7"'7f]€*)<_a}rgminzz Hl;_]lE

1yeees Sl k=1 j=1

This completes the proof.

D]
Y.X|S5=j [L(fk(ff), Y)} D TIPS =1)
=1
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C.2 THEOREMI[4.3]PROOF

TheoremFor any 6 € (0,3), Cy = W\ngfl:f’ denote VC(F) as the VC-dimension of the

hypothesis class F, and K be some constant that depends on VC(F). Let f = { fk}LD:‘l where

fi € Fandlet L : Y XY — R, be a loss function bounded by some constant M. Denote

* S S 81n (12! .
e arginax|RLDP(fk)IF’(D = k) = REPP(f)P(D = k)|, if n > Sta)s then with

probability 1 — 26:

VC(F)+1In(3) 20, M|D|
2n P(S = k*)’

RIPP(f) < R(f*) + K

Proof. Step 1: simplify the objective

Denote R(f) as the expected risk of (fi,..., fp|) defined in Lemma. (fx) as the expected
risk of f, and R( fx) as the empirical risk of fj that depends on the data set given, then we start with
P ( REPP(f)B(D = k) — R(f)P(D = k)‘ > e)

REPE(f)B(D = k) + REPP (F)P(D = k) = REPP(f)B(D = k) = R(f)B(D = )| > )

Dl D]
=P ( S REPP(f)P(D = k) = Y REPP(f)P(D = k)| > €

k=1
D]
<P ‘RLDP( FOB(D = k) — REPP(f,)P(D = k)] > e
k=1
Op <mkax ‘szDP(fk)IP’(D = k) — REPP(f,)P(D = k:)‘ > |1€7>
©) 2 11 ul 1 % -1 €
S DI ETED B (¥i, fie (X)) Z 2T Ey gy [ L (Y e (D)) | TEIR(S)| > i
j=1 i:S;=7j =1

where k* ¢ arg max ‘szDP(fk)IFD(D — k) — REPP(f)P(D = k)‘ and P(S = k) = 2.
k

T—! and II! are as introduced in Lemma

(a) is obtained from the population equivalence of two risks from Lemma

(b) is followed by for two events A, B, if A implies B then P(A) < P(B).

(c) is obtained by expanding REPF (fy.- )B(D = k*) and REPP ( fi- )P(D = k*) respectively.

Step 2: concentration of the empirical risk under Risk-LDP

Denote nym =31y =y, T = 2,5 = 5),Quas = P(Y = v, X =%,8 = s), and define the
random variable Nyzs = {i | v; = y,2; = &, s; = s}. We can deduce nY = dzexyey LW =

y,&; = Z,5; = 5). Then, we have E[RLPP (i )B(D = k*) | Ny g 5] = REPP(fr-)P(D = k*),
where Ny xs denotes all possible N,z,. Using similar approach of Lemma 2 in|Mozannar et al.
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(2020), we can write:

P <7%LDP(fk*)NI@>(D _ k}*)N _ RLDP(fk*)P(D _ k*) > |,;>

(a) Z (RLDP fk )N]P(D k*)N _RLDP(fk*) (D k |D| ’NYXS> HD(NYXS)

YXS

n FeX s
<P U né\]< erX,;EYQy }

zeX,yeY,seS

+ Z P (fgLDP(fk*)NI@’(D = k;*)N _ ’R,LDP(fk*)[p(D = k) > u;‘NYXs) BV 50)
V:E,y,Nij:névznzief(,g—eW.yis
%)ID\ e {_ ming n Zfzfg,yey Qs }
' 2 v <7€LDP(f’“*)NP(D =k*) = R'PP(fi ) P(D = k) > Yxs> P(Ny 2),

VE,y,Nyzsnl > TLZ;E)}Z—EWQWES
where (a) follows by conditioning over all 2"|X|"|D|" possible configurations of N,z5 C [n].

(b) is obtained by splitting the configurations where Vz,y, Nyz, : n¥ > %+YQ and
the complement of the event and upper bound the complement of the event by the probability
that 3s s.t. nl¥ < TLZIEX+YQ“ (c) is obtained by the union bound and we know n® ~

Binomial (  Dosek ey Qym) and apply the Chernoff bound on n%;

yTs*

Notice that f;(-) only takes X € T'(X) as input, therefore, we will be able to apply the McDiarmid
Inequality McDiarmid|(1989). Let X™ = (X1, ..., X,,) € X™ be n independent random variables

and let g : X" — R, 1f there exists constants cq, ..., ¢, S.t.
, .
sup lg(z1, .. 2y ) — g1,y )| < ei=1,...,m,
I17"'711)$£)"'7wn
then Ve > 0:

2
P(lg(x1,. .., @iy xn) — Elg(z1, ..., 25, ... 2p)]| > €) < 2exp ( - ,%€2>
2im1 €
Since by conditioning on Ny, ¢ ¢, then for RLDP (fr~), everything else is now deterministic except
for fi«, in other words, by conditioning on Ny, ¢ ¢, the value of REDP (fx~) only depends on f-.
Then, for two datasets N, N’ where they only differ by one value of [y« ()NQ), we try to bound how
much fj+ can change.

Recall from Lemma we computed the entries of II ™! takes the following form:

_ _9 TP+ S TP .
T} — P2 TPty 7P Jfori € D

) |D[r—1 Pi
1 p—1 TPt gi\; TPar .. . .
IT; ; = DT o Jfori,j e Dst,i#j
. .. D|—2
For simplicity, let C; = ﬁg‘\ﬂl—l ,Cy = \D|7r1 I since we do not have access to D, therefore we can

not directly observe p,4, hence we write IT~! in terms of Py where P, = P(S5):

_ T 1P+ TP,
o == 21‘1\;77 Jfori € D

_ TP+ T . L
I, jl — 0, TZ’I\; il 7for i,j € Dst,i#]

we also computed T~ as

]

Tijil: T{)I‘D‘ 2 forie D
T = Bis A=l fori,j € Ds.ti#j
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then we have

/ ’

sup [RFPP(fie)VB(D = k)Y = REPP (fy )V B(D = k)Y
(a) . . ;
< sup [REPP(fie)V = REPP(fi)Y
N,N’
—1pN —m—1pN —m—1pN —1pN
_ 17TTk*~Ps +Zl\k7r1—'l' Ps ﬁLDP(fk-*)N"_ZCQﬂ-Tk*.PS +Zl\kﬂ—1—1l~ Ps ﬁLDP(fk*)N
TPy % TPy
T PN + >0k L PN LDP N T PN + >0k T PN LDP N
kx- s I\k kTS
—1 ——1 ~ ~
N 7T PsN + Zl\k 7). PsN ZiEN,aEEX',er,S:k L (yi, fr-(Z4)) ZiEN/,ieX,yEY,S:k L (i, fr- (%:))
- T ' PN n a
k*-+ s k* Npe*
T PN + 2ok o1, PN YiengeX yev,s= L Wi [ir (T0))  Yien zex yev,s=; L Wi i (2:))
+ Z Co T-1pN n o n
j\k k. Ls k* k*
T 1PN D| - 1)7 T 1PN
(b) ergﬁ}ﬁn m- B+ (D) )ergﬁ%n mes M
S T 1PN ‘n
k. L s k*
M
=|C 7(|D| - 1)) - —
1(7T+7T(| | )) -
(c) ClM
=

where (a) is followed by the fact that we only consider the change in X, and I@’(D =k*) <1. (b)is
obtained by Cy < 0,Vw € (ﬁ, 1]. (c) is followed by the fact that 7 + 7(|D| — 1) = 1.

Now, we are ready to apply the McDiarmid Inequality:

2 €
Z P <’RLDP(fk*)N ~RLDP(f,.) > Dl NYX5> P(Nyzs)
Vf,y,Nyis:ngzw
25‘22
D
- Z 20XP o (CiM2 ‘P(Ny %s)
Vw;yvNyis:nsz TL( P )
(a) P(S = k*) 2
<2 —9 2 (0 =FK")
= { e (S5 =ky
whete () is obtained since when n- = . Ziex'yzey Bush _ np(sfk*) , the quantity is maximized.

Now, we have:

P (‘szDP(f) —R(f)‘ > 6) < D|exp{_mim€IP’éS=k)}+2€Xp{_2n62 (Hm)z}»

3 y 1Dl
solve for 4, we now have, for any § € (0, %), €> 1/ ln2(nz) ?P%fllgl ,ifn > m?nl:é(é:)m , then

P (‘szDP(f) ~R(f)| > e) <26

Step 3: Obtain the final result

Recall that one can easily show

REPP(f) = R(f%) £ 2 5up [REPP (1) = REPP ().
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but we have already established similar results for one single hypothesis in Step 2. Therefore, what
remains is to extend the previous result that bounds the generalization error between any single
hypothesis and the optimal hypothesis in the entire hypothesis class. And this can be done easily by
introducing the VC-dimension of the hypothesis /. Denote the VC-dimension of our hypothesis

Dl
class F as VC(F), then with some constant K and for any § € (0, 3),if n > %&2@, we have:

VC(F)+1In(%) 20, M|D|

REPP(f) < R(f*) + K o BS = k)

This completes the proof. O
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C.3 LEMMA[4.4]PROOF

LemmaCons1der ¢-LDP setting with 7 € (IDI 1] and 7 € [0, \DI) For some transformation of

X, denoted by X* = T(X), assume there exists at least one anchor point X*

anchor 111 the dataset s.t.
P(D = j*| X . ) = 1forsome j* € [|D[]. Then 7 = P(S = j*|X* . ). Empirically, for a dataset

with n observation, let n7. (X*) = (I@’(S = j*|1X7),...,P(S = |Xj;)), then 7 = ||’ (X*)

’oo'

Proof. Notice that € (‘ B> 1], 7 € [0, |D‘ ) and consequently we have 7 > 7. Hence, by Theorem 5

of|Zhang et al.|(2021), we are in a good position to apply the noise rate estimation method (Theorem
3) in|Patrini et al.|(2017) to estimate 7, 7. Our e-LDP setting can be considered as a special case of
CCN (class conditional noise) where the flip probability is the same across all groups in D. Consider

|D|
P( _]l anchor) ZP(S:J*|D:k) P(D _kl anchor)

|D|

WSTR(S = 7D = k) - 1{j" = k}
k=1

= 7]"
(a) is followed by the definition of anchor point
]P)(D = j*IX;nchor) =1 = P( - k| anchor) O’Vk 7é j*akvj* € HD”

Then one can easily see that P(S = j*|X/) attains its maximum when P(D = j*|X*) = 1, since
we know

P(S=j*D=k)=m, ifj* =k

P(S =j*|D=k) =, if j* # k,
hence we know P(S = j*|X/) is actually a weighted sum of 7 and 7, where the weights are

simply {P(D = k|X}) ‘kpzll. But we also know that 7 > 7. Hence, for empirical estimation,

. = (B(S = 7°1X7), ... B(S = j7IX;)) ) then 7 = -

This completes the proof O
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C.4 THEOREMI4.5|PROOF

Theorem For any § € (0,%), C1 = T;‘lfl:f, denote VC(F) as the VC-dimension of the
hypothesis class F, and K be some constant that depends on VC(F). If Assumption A, B, and
Lemmahold, let f = { fk}LZi‘l where f;, € Fandlet L : Y xY — R, be aloss function bounded

by some constant M. Denote k* < arg max\?AQLDP(fk)]}AD(D = k*) — REPP(f)P(D = k*)|, if

) C146 C140
N> TRy M2 gy (Mg + G557)? In(3), and M, + L5 > € > 0, where ¢ is an

absolute constant, then with probability 1 — 34:
VC(F) +1In(3) 2(C, + &) M|D|
2n P(S = k)

REPP(f) < R(f*) + K

Proof. We will first introduce some preliminaries that will be used in the proof. We will first introduce
how we obtain C; and then state the assumptions used for the proof.

Step 1: Grouping: we evenly divide {X/, S;}? ,, into ny groups, with m = 7o samples each.
Step 2: Estimating within groups: for any k& € [n4], within each group {X} ., Sy ;}/L,, we
can derive an m-dimension vector 0" , (X; ) =(Pr(S = j*[X;,)....,Pu(S = j*|X},,)) and

7Tk+|,D‘72
‘D‘T{k—l :

Step 3: Averaging: C, is our estimator for C1, computed as Cy = o~ Zk:l C'l_yk, Cl,k, k € [n1].

g = |07t 1 (X7 llo, as defined in Lemma Then, by a simple plug in to get C , =

Next, we state two assumptions used to derive Theorem(noise rate is estimated from the data).

Assumption A: (Sub-exponentiality) For all k € [n4], define g (X*) = P, (S = j*|X*) There exists

(X5.:)+ID|-2
i€[m] %H% < M, forall k € [n4],

where || - ||, is the sub-exponential norm: || X||,, = inf{t > 0[E[e*/?] < 2}.

a constant M, > 0, such that ||C} ||y, = || min

Assumption B: (Nearly Unbiasedness) For all k € [n,], CA'L & is a “nearly” unbiased estimator of C',
namely |E[C} ] — Cy| < 0 for all k € [n;], where 6 > 0.

Now, we begin the proof.

First, we will prove a concentration inequality with regard to Cy and C.

Since for any constant L, we have
| L||y, = inf{t > OE[e!X/*] < 2}
= inf{t > 0le/F/* < 2}
_
In2’

and || - ||y, is a norm, we can conclude that the standardized statistic C , = C1 j, — E[Cy 4] is also
sub-exponential:

1C vy < IC ey + IEC A,

[E[C1 4]
<M, + ——
= Mg+ In2
(@) Ci+86

M, +
a In2 ’

where (a) is obtained by Assumption B.

Among different groups, the data are mutually independent, then we know that {C) x}7, are
independent random variables with mean 0.

Therefore, we can apply Bernstein inequality(R.Vershynin|(2018)):

1 _ ~ 2 ~
P(;ZCL’“ >€+9>§Qexp{—cmin( (€+96) €+ 0 >n1},
k=1

(Mg +C1/In2)?" My + C1/In2
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where ¢ > 0 is an absolute constant.

C1+0

.55 > € > 0, which implies m < 1, we can transform the inequality
P(}C’l—(}'l’ >€) :P<
n

1 =~ -
fZCLk >€—9>
L k=1

(6-0)? n}
(My+ (Cy +6)/2)2 "

Since we have M, +
above into

< 2exp [—c
(a)
< 4,

where (a) is obtained by n; > Gk 9)2 (M, + 61;20) ln(%)'

Second, we can apply Theorem|4.3|to the case when using 7 instead of 7. Therefore, by the end of
Step 2 in the proof of Theorem [.3| we will derive the following conclusion:

then

3 a2l
Forany d € (0, §),¢ > /2 3MIBLifn > S,

P(IRMPE(f) = R(f)] > €) < 26.
Third, Assume the events

A1={‘é1—c1‘ §€}7

) In () 26, M|D| s$in (2]
IREPE(F) = R(f)l < e ;e > \/;IP’(S — )" Z mm PG =B [

In(3)2C1 +oMD| 8 (F

o P(S=Fk) " mingP(S=Fk) [’

As

Az = S IREPE(f) = R(f)| < e,e >

then we have A; N Ay C As.
From the First part and Second part of the proof, we have P(A{) < §,P(AS) < 26, then

P(A3) > P(A; N Ag) > 1 —P(AT) — P(AF) > 1 -39,

s .
which is equivalent to the following statement: For any 6 € (0, 3),€ > IHQ(T;“) (2(%1;:3%'17‘, if

sin (121)

nZz ming P(S=k)’ then

P(IREPP(f) = R(f)] > €) < 36.
Finally, similar to Step 3 in the proof of Theorem recall that one can easily show
REPE(f) = R(f7) < 2 sup|[R¥PP(f) = REPE(f)

fer

)

but we have already established similar results for one single hypothesis in Step 2. Therefore, what
remains is to extend the previous result that bounds the generalization error between any single
hypothesis and the optimal hypothesis in the entire hypothesis class. And this can be done easily by
introducing the VC-dimension of the hypothesis . Denote the VC-dimension of our hypothesis

D]
class F as V C(F), then with some constant K and for any § € (0, 1), if n > #(S)k) then with

probability 1 — 35 we have:

VC(F)+In(%)2(C, + é)M|D|
on P(S = k*)

REPP () <R(f*) + K

This completes the proof. O
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D DEFERRED EXPERIMENT RESULTS

D.1 AUTO INSURANCE

D.1.1 DAtA

The Auto Insurance data set contains 8150 observations, 17 features, and 1 binary response. In our
experiment, we choose D = sex to be the sensitive attribute taking values "Male” and “Female”.
privatized sensitive attribute S is generated under different privacy levels using a set of €’s by
Deﬁnition D was used to set the performance benchmark and is masked under any other settings.

D.1.2 EXPERIMENTS SETUP

We conduct experiments 1) when the noise rate 7, 7 are known and 2) when the noise rates are
unknown. To investigate how a transformation 7" may affect the performance of our method, we
consider a transformation 7'(X ) = X obtained via supervised learning (as shown in Example .
Other transformations, such as grouping, and discretization are very commonly seen in insurance
pricing.

For both scenarios, we let the hypothesis class F be the class of linear models for all settings as this
is a more practical setup in an insurance pricing setting due to requirements on transparency. We
ran our algorithm on three pre-defined 7’s, namely 0.8, 0.7, and 0.6 to demonstrate how noise rate
may affect the performance of our method for both scenarios. We also created various subsets of the
original data to demonstrate how sample size may affect the performance of our method for both
scenarios. Additionally, under scenario 2, we compared performance using three different nq values,
namely 1,2, and 4 to verify our results in Theorem To obtain the discrimination-free price h*,
we choose P*(d) to be the empirical marginal distribution of D.

In all figures in the remaining section, the curves represent the empirical test loss of the best-estimate
price defined in[3.1} Blue curve (Best-Estimate) is obtained using a naive logistic regression. While
the orange curve (MPTP) and the rest (MPTP-LDP) are also obtained using a naive logistic regression,
group-specific score functions (defined in Eq. ) were used instead.

D.1.3 SCENARIO 1 (KNOWN NOISE RATE)

Since the main issue is to estimate x(X, D) when the true sensitive attribute is not accessible, we
will focus on presenting our results in the estimation of ;i (X, D). However, results for 2*(X) under
scenario 1 can also be found in Appendix |F| We first investigate the effect of noise rate on loss
approximation when the sample size is fixed:

le-3 H(X.D) Test Loss (known noise rate) le-3 H(T(X),D) Test Loss (known noise rate)

8 —— Best-Estimate s —— Best-Estimate
MPTP MPTP

>7 —— MPTP_LDP ( = 0.8) 27 —— MPTP_LDP (= 0.8)
3 _
O —— MPTP_LDP (1 = 0.7) g 6 —— MPTP_LDP (1 = 0.7)
] —— MPTP_LDP (1 = 0.6) 3 —— MPTP_LDP (1 = 0.6)
O - Q
<53 <5
+— -
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Q4 Q4

2 2
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Number of Epochs Number of Epochs
(a) u(X, D) Test Loss (b) (X, D) Test Loss

Figure 5: Test Loss for Scenario 1 (fixed sample size)

As expected, we observe very similar patterns compared to the healthcare insurance dataset.

Next, we study the effect of sample size on loss approximation for fixed noise rates (m = 0.7).
To compare the performance on loss approximation on different sample sizes, we randomly create
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a subset of the full data set (1338 observations) that contains only half of its observations (669
observations) and then run the same experiment over the full data set (green curve) and the subset
(red curve) to obtain the following result:

le-2 u(X,D) Test Loss (known noise rate) with Subsets of Data le—2 J(T(X),D) Test Loss (known noise rate) with Subsets of Data
1.6
18 —— Best-Estimate —— Best-Estimate
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1.4 —— MPTP_LDP (m = 0.7, prop = 1) 12 —— MPTP_LDP (7 = 0.7, prop = 1)
Do MPTP_LDP ( = 0.7, prop = 0.5) Q o —— MPTP_LDP (= 0.7, prop = 0.5)
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0.6 \
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0.2 p 02{
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(a) u(X, D) Test Loss (b) u(X, D) Test Loss

Figure 6: Test Loss for Scenario 1 (fixed noise rate: m = 0.7)

Again, we observe very similar patterns compared to the healthcare insurance dataset.

D.1.4 SCENARIO 2 (UNKNOWN NOISE RATE)

Similar to the procedure in scenario 1, with the key difference being that 7 is replaced by an estimate &
obtained following Lemmal4.4| and Theorem To demonstrate the consistency with our theoretical
results in Theorem|4.5} on top of the comparison under fixed sample size or true noise rate, we also
present the result with different n; values. As mentioned, results for 2*(X') under scenario 2 can
also be found in Appendix The same method is used to estimate m compared to the healthcare
insurance dataset.

We first present the empirical results for the effect of noise rate on loss approximation when the
sample size is fixed:
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Figure 7: Test Loss for Scenario 2 (fixed sample size)

We will now show our findings for the effect of sample size on loss approximation for a fixed noise
rate (m = 0.8) in the following:
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Figure 8: Test Loss for Scenario 2 (fixed noise rate: m = 0.8)

We noticed that in this data set, although the noise rate is overestimated with all n4’s, there is no issue
in terms of convergence behavior. This provides further evidence that underestimation can be much
more destructive to the algorithm than overestimation.

D.1.5 EMPIRICAL STUDY ON THE IMPACT OF NOISE RATE ESTIMATION ERROR

we present our findings on the effect of estimation error for 7 on the empirical performance of
our algorithm. Particularly, we investigate the effect of underestimation and overestimation for 7
under both balanced and imbalanced distribution for privatized sensitive attributes S by introducing
pre-defined estimation errors. We sampled subsets of the full data set to obtain data with imbalanced
distribution for privatized sensitive attributes. For conciseness, we present our results for the balanced
case below and defer results for the imbalanced case in Appendix
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Figure 9: Test Loss for Noise Rate Estimation Error (error = +15%)

We observe further empirical evidence that underestimation can cause issues in terms of convergence
behavior.
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E DEFERRED INVESTIGATION OF NOISE RATE ESTIMATION ERROR

E.1

For completeness, we present the effect of noise rate estimation error on loss approximation when the

HEALTH INSURANCE

privatized sensitive attributes S have unbalanced distribution.
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Figure 10: Test Loss for Noise Rate Estimation Error (ratio = 2:1, error = +15%)
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Figure 11: Test Loss for Noise Rate Estimation Error (ratio = 4:1, error = +15%)
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E.2 AUTO INSURANCE

For completeness, we present the effect of noise rate estimation error on loss approximation when the
privatized sensitive attributes .S have unbalanced distribution.
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Figure 12: Test Loss for Noise Rate Estimation Error (ratio = 2:1, error = +£15%)
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Figure 13: Test Loss for Noise Rate Estimation Error (ratio = 4:1, error = +15%)
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F DEFERRED FIGURES

F.1 HEALTH INSURANCE

For completeness, we present the loss approximation performance under both scenarios of h*(X)
computed with P*(d) recovered using the empirical distribution of privatized sensitive attribute .S.

F.1.1 SCENARIO 1 (KNOWN NOISE RATE)
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Figure 14: Test Loss for Scenario 1 (fixed sample size)
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Figure 15: Test Loss for Scenario 1 (fixed noise rate: 7 = 0.7)

F.1.2 SCENARIO 2 (UNKNOWN NOISE RATE)
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Figure 16: Test Loss for Scenario 2 (fixed sample size)
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Figure 17: Test Loss for Scenario 2 (fixed noise rate: 7 = (0.8)

F.2 AUTO INSURANCE

For completeness, we present the loss approximation performance under both scenarios of h*(X)
computed with P*(d) recovered using the empirical distribution of privatized sensitive attribute .S.
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Figure 18: Test Loss for Scenario 1 (fixed sample size)
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Figure 19: Test Loss for Scenario 1 (fixed noise rate: 7 = 0.7)
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F.2.2 SCENARIO 2 (UNKNOWN NOISE RATE)
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Figure 20: Test Loss for Scenario 2 (fixed sample size)
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Figure 21: Test Loss for Scenario 2 (fixed noise rate: m = (0.8)
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