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A Experiments on the text-only setting
In order to validate the scalability of the proposed PS2RI framework,
we also conduct experiments on the text-only setting by considering
only the textual modality of the MUStARD dataset. Specifically, we
use the pre-trained ALBERT encoder composed of 12 layers as the
base model M. The M-SEN model applies a linear layer on top
of the base model M and is only trained under the supervision
of sentiment labels. Similar to Section 5.3, we implementM-MTL
by using two classification heads on top of the base model M to
respectively generate sarcasm and sentiment predictions. M-MTL
is trained under the supervision of both sarcasm and sentiment
labels. As the input only involves the text-modality information, we
implement PS2RI by removing the multimodal interaction or fusion
operations (i.e., removing MTF in the sarcasm feature encoder and
the gate unit in SOSR blocks, as well as replacing MTF layers in the
SASLmodule with conventional transformer layers). The results are
reported in Table A1. We can see that M-MTL is still significantly
inferior to theM-SEN base model on Subset 2 consisting of non-
sarcastic samples. The observation is consistent with ourmotivation
(i.e., the sentiment analysis task suffers the negative interference of
the sarcasm detection task within the MTL framework). From the
last row, we can see that our proposed PS2RI approach achieves
performance improvements on both Subset 1 and Subset 2. The
above results demonstrate that our proposed PS2RI mechanism can
be also effective when applied into the text-only setting.

B Scalability with other sentiment-related tasks
In order to explore the effect of other sentiment-related sub-tasks,
we utilize the UR-FUNNY benchmark [2] focusing on human humor
and the Memotion benchmark [4] focusing on offense intentions
to improve the sentiment recognition task. Specifically, we replace
the Sarcasm Feature Encoder with a Sentiment-related Feature En-
coder which is trained under the supervision of humor and offense
labels from the UR-FUNNY and Memotion datasets, respectively.
Then, we train the PS2RI framework on the MUStARD benchmark
with the Sentiment-related Feature Encoder trained with different
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Table A1: Results on the text-only setting of MUStARD. The
results are reported in terms of the weighted-F1.

Benchmark Method Entire testing set Subset 1 Subset 2

MUStARD [1]
M-SEN 39.81 43.16 37.93
M-MTL 40.11 46.79 34.17
PS2RI (ours) 42.07 47.16 38.44

Algorithm 1 The forward propagation procedure of Progressive
Sentiment-oriented Sarcasm Refinement and Integration.

Input: the unimodal features from encoders: 𝐻𝑠𝑒𝑛
𝑙,𝑣,𝑎

∈
R(𝑇𝑢

𝑚+𝑇 𝑐
𝑚 )×𝑑𝐻

; the sarcasm features from Sarcasm Feature Ex-
traction module: 𝑍𝑠𝑎𝑟 ∈ R(𝑇𝑢

𝑚+𝑇 𝑐
𝑚 )×𝑑𝐻

; the number of layers:
𝐽 .

Output: the multimodal sentiment features 𝑍𝑠𝑒𝑛 .
1: Initialize the sarcasm features: 𝑍 0

𝑠𝑎𝑟 = 𝑍𝑠𝑎𝑟 ;
2: Initialize the sentiment features: 𝐻0

𝑚 = 𝐻𝑠𝑒𝑛
𝑚 , where 𝑚 ∈

{𝑙, 𝑣, 𝑎};
3: 𝑗 = 1;
4: while 𝑗 ⩽ 𝐽 do
5: Update the sarcasm features:

𝑍
𝑗
𝑠𝑎𝑟 = 𝑆𝑂𝑆𝑅 𝑗 (𝑍 𝑗−1

𝑠𝑎𝑟 , 𝐻
𝑗−1
𝑙

, 𝐻
𝑗−1
𝑣 , 𝐻

𝑗−1
𝑎 );

6: Produce the sarcasm-aware sentiment features:
𝐻̂

𝑗
𝑚 = SI𝑗𝑚 (𝑍 𝑗

𝑠𝑎𝑟 , 𝐻
𝑗−1
𝑚 );

7: Integrate information from multiple modalities:
𝐻

𝑗
𝑚 = MTF𝑗𝑚 (𝐻̂ 𝑗

𝑙
, 𝐻̂

𝑗
𝑣 , 𝐻̂

𝑗
𝑎 );

8: 𝑗 = 𝑗 + 1;
9: end while
10: Produce the final sentiment features 𝑍𝑠𝑒𝑛 by Eq. (??) with the

input of 𝐻 𝐽

𝑙
, 𝐻

𝐽
𝑣 and 𝐻 𝐽

𝑎 ;
11: return 𝑍𝑠𝑒𝑛 .

sentiment-related information. To simplify the notation, we refer
to the Sentiment-related Integration block as the SI block, which
performs similar operations to the original Sarcasm Integration
block. Furthermore, the Sentiment-Oriented Sentiment-related Re-
finement block is denoted as the SOSR block and has the similar
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Figure A1: Visualization for the crossmodal correlations on the MUStARD benchmark. The visualization samples of our
approach, DMD, and 𝐹 -MTL are displayed in the upper part, the middle part, and the bottom part, respectively. We conduct the
visualization by observing the crossmodal attention weights of the MTF unit in the fourth SASL layer, The textual words which
are closely related to sarcastic information are displayed in red. The textual words above the video clips are the corresponding
spoken words.

operations with the original Sentiment-Oriented Sarcasm Refine-
ment block. The results are reported in Table A2. The first row of
each source benchmark shows the performance of the full model
with sentiment-related information enhancement. In the second
row of each source dataset, we remove the SI block, leading to the
base F -SEN model which only involves the supervision of senti-
ment labels. Compared to the first row, the consistent performance
drops demonstrate that PS2RI can boost the sentiment recognition
task with other sentiment-related information. In the third row of
each source dataset, we remove the SOSR blocks from the full model
by directly integrating the original sentiment-related feature gen-
erated from the Sentiment-related Feature Encoder into sentiment
features. The performance degradation compared to that of the first
row indicates that the original sentiment-related feature can bring
negative interference for sentiment recognition. This observation
further validates the effectiveness of modeling sentiment-oriented
features via the SOSR blocks, which is consistent with our motiva-
tion.

C Visualization
Figure A1 displays the visualization for the crossmodal interac-
tion between elements in our study. Specifically, the upper, mid-
dle and lower parts show visualization samples for our approach,
DMD [3], and F -MTL, respectively. In the example, the textual
words “great” and “laundry” form the sarcastic sentiment. We can
see that our approach can correlate the sarcasm-related textual

Table A2: Experimental results of utilizing the sentiment-
related information to enhance PS2RI on the MUStARD
benchmark. The sentiment-related information respectively
includes the humor information from the UR-FUNNY bench-
mark and the offence information from theMemotion bench-
mark. The results are reported in terms of the weighted-F1.

Source Benchmark Method Entire testing set Subset 1 Subset 2

UR-FUNNY [2]
PS2RI (with humor) 56.03 63.11 52.49
w/o SI 54.12 62.89 47.58
w/o SOSR 53.76 59.14 50.37

Memotion [4]
PS2RI (with offense) 55.97 63.01 51.25
w/o SI 54.12 62.89 47.58
w/o SOSR 53.17 58.87 49.61

words with sarcasm-related video clips well, although they are
not well aligned in time. In contrast, the visualization samples of
both DMD and F -MTL fail to model sarcasm-related crossmodal
interactions. This observation qualitatively demonstrates that our
approach can encourage the model to attend to more sarcastic
signals across modalities.
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