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Figure 1: Performance comparison with new baselines suggested in reviews: 1) 0-MoE [1]] and 2)
Deja VU [2] with further fine-tuning. We evaluate two baselines by fine-tuning GPT2 medium with
WikiText103. For 0-MoE, we implement it for MoEfication and train for the same training time as
we train LTE models. For Deja Vu + Fine-tuning, we first fine-tune the GPT2-M model and then
apply Deja Vu. Then, we further fine-tune the MoEfied models. As illustrated in the figure, LTE
consistently outperforms the other two baselines across various levels of sparsity.

Table 1: Performance comparison with model pruning. We apply Wanda [3]] on WikiText103 fine-
tuned LLaMA-7B with the author-implemented code. Besides using C4 as the calibration data
suggested by the Wanda paper, we also try to use WikiText for calibration to improve this baseline.
The sparsity reported here is the overall sparsity of the entire model, which is different from the FFN
sparsity reported in the paper. For LTE, we recalculate the overall sparsity based on the FFN sparsity.
The evaluation results show that LTE achieves a lower perplexity than Wanda.

Method Wanda  Wanda Wanda Wanda  Wanda Wanda LTE
etho (2:4) (4:8) (Unstructured) (2:4) (4:8) (Unstructured) (n = 2)
Overall Sparsity 50% 50% 50% 50% 50% 50% 52%
Calibration Data C4 C4 C4 Wiki Wiki Wiki -
PPL 11.45 8.39 7.04 10.82 8.17 6.87 5.95
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