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Abstract

There has recently been considerable interest001
in incorporating information retrieval into large002
language models (LLMs). Retrieval from a dy-003
namically expanding external corpus of text al-004
lows a model to incorporate current events and005
can be viewed as a form of episodic memory.006
Here we demonstrate that pre-processing the007
external corpus into semi-structured “atomic008
facts” makes retrieval more efficient. More009
specifically, we demonstrate that our particu-010
lar form of atomic facts improves performance011
on various question answering tasks when the012
amount of retrieved text is limited. Limiting013
the amount of retrieval reduces the size of the014
context and improves inference efficiency.015

1 Introduction016

Although large language models (LLMs) demon-017

strate remarkable capabilities across various tasks,018

their inability to continuously adapt to dynamic019

or domain-specific knowledge without parameter020

updates remains a substantial limitation. To ad-021

dress this limitation, retrieval-augmented gener-022

ation (RAG) supplements models with some ex-023

ternal knowledge source during inference (Lewis024

et al., 2020; Borgeaud et al., 2022a; Ram et al.,025

2023; Li et al., 2025).026

Typically these models treat the external source027

as a set of arbitrarily segmented blocks of raw028

text. However, there has also been interest in using029

more structured external knowledge sources such030

as knowledge graphs (Edge et al., 2024; Peng et al.,031

2024), compressed documents (Xu et al., 2024)032

or document trees (Sarthi et al., 2024). In each033

case one can identify a “unit of retrieval” where034

one retrieves some set of such units, such as a set035

of documents or a set of knowledge graph triples.036

Various candidates for units of retrieval, such as037

different forms of “atomic facts,” have been formu-038

lated (Chen et al., 2023; Jiang et al., 2024c; Min039

et al., 2023; Gunjal and Durrett, 2024).040

Standard
Retrieval

Standard Token-Chunks Database (100 tokens each)

Question: What significant scientific process did Alan Turing
contribute to during World War II?

Our FADER Database (Factual Decomposition)
Alan Turing's year of birth: 1912
Alan Turing's contributions: Pioneered modern computing, laid
the foundations for computer science and artificial intelligence.
Alan Turing's role in World War II: Played a crucial role in
breaking the German Enigma code.
Alan Turing's contribution to the Allied victory: Alan Turing's
work significantly aided the Allied forces.

... and artificial intelligence. During World
War II, he played a crucial role in breaking the
German Enigma code, significantly
contributing to the Allied victory. Turing was
also interested in biological processes and...

Our
Retrieval 

Alan Turing's role in World War II: Played a
crucial role in breaking the German Enigma
code.

... and artificial intelligence. During World War II, he played
a crucial role in breaking the German Enigma code,
significantly contributing to the Allied victory. Turing was
also interested in biological processes and ...

100 tokens

21 tokens

... Alan Turing was a British mathematician, logician, and
computer scientist who is widely regarded as one of the pioneers
of modern computing. Born in 1912, Turing's work laid the
foundations for computer science and artificial intelligence.
During World War II, he played a crucial role in breaking the
German Enigma code, significantly contributing to the Allied
victory. Turing was also interested in biological processes and ...

Documents

...

Figure 1: Example of datastore used for knowledge re-
trieval in our approach compared with typical fixed-size
text chunks in RAG. We retrieve much shorter contexts.

In designing units of retrieval there is a tension 041

between concise but brittle logical representations, 042

such as knowledge graph triples, and highly expres- 043

sive and nuanced, but verbose and unstructured, 044

chunks of raw text. We propose an intermediate 045

retrieval unit that we call an entity-description pair 046

(EDP). This is a pair of an “entity”1 and some 047

form of description of that entity. For example 048

the entity might be “Alan Turing’s contributions” 049

1Here we take a very liberal notion of “entity” not to be
confused with the narrow notion of entity used in named entity
recognition.
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and the factual description could be “Pioneered050

modern computing, laid the foundation of com-051

puter science and engineering.” Each EDP is a052

structured piece of information, like in structured053

databases, but also enjoys the flexibility of natural054

language. See Figure 1. We use a three-step lan-055

guage model prompting protocol to decompose a056

chunk of free text into a collection of EDPs and057

use the EDPs as the unit of retrieval in the resulting058

EDP knowledge base (KB). Our approach, referred059

to as FADER (Factual Atomic Decomposition for060

Efficient Retrieval), aims to reduce RAG inference061

overhead by pre-processing external corpora into062

atomic facts for efficient, high-precision retrieval.063

Our main result is a demonstration that on var-064

ious challenging question answering benchmarks065

EDP KB retrieval with FADER achieves better ac-066

curacy when the amount of retrieval (the number of067

retrieved tokens) is limited. This can be phrased as068

improving the “context-efficiency” of RAG. We are069

also optimistic that our formulation of EDP KBs070

is a significant step toward more structured yet ex-071

pressive internal representations of knowledge.2072

2 Related Work073

Context-Efficient Retrieval As we will see in074

experiments, our approach achieves superior per-075

formance in context-efficient retrieval, which we076

define as RAG methods aiming to reduce retrieved077

contexts for cost-effective LLM generations. Pre-078

vious related work involves various compression079

methods. Some focus on vector-based compression,080

where models learn to compress long contexts into081

compact memory slots through end-to-end training082

(Ge et al., 2024; Cheng et al., 2024). Others are083

text-based compression, which includes training084

rerankers (Pradeep et al., 2023), applying extrac-085

tive summarization (Xu et al., 2024), or training086

abstractive summarizers to compress the retrieved087

context (Xu et al., 2024; Jiang et al., 2024b). We088

also reduce retrieved contexts, but rather than com-089

pressing them post-retrieval, we achieve context090

efficiency from the outset through improved knowl-091

edge representation pre-retrieval. Post-retrieval092

context compression methods still rely on token093

chunks as coarse units of knowledge for retrieval,094

whereas we structure the knowledge more effi-095

ciently with clear, well-defined representations that096

maintain high expressivity.097

Knowledge Representation for Retrieval Most098

previous works directly segment source documents099

Step 1: Question Speculation Step 2: Fact Decomposition
INSTRUCTION: please
speculate possible questions
that could be asked about the
the document provided. 

Step 3: KB Construction

Q1: What phrase did Alice used
to describe Bob? 
Q2: What is the relationship
between Alice and Charlie?

INSTRUCTION: please break the
document into facts, based on the
speculated questions.

Relationship between Alice and Charlie:
Alice and Charlie are childhood friends
Phrase Alice used to describe Bob:
Alice described Bob as "a rocket with
unpredictable launch times."

+ + +... =Repeat Steps 1 and 2 for K times;
Augment the K knowledge bases together

Figure 2: Overview of the FADER pipeline.

into equal-length text chunks, each containing hun- 100

dreds of tokens (Lewis et al., 2020; Ram et al., 101

2023; Borgeaud et al., 2022a). Recent research has 102

explored alternative formats for knowledge repre- 103

sentation, such as indexing source documents using 104

knowledge graphs (Edge et al., 2024), hierarchical 105

tree structures (Sarthi et al., 2024), or more relaxed 106

versions of knowledge graphs (Liang et al., 2024). 107

Unlike these works, we don’t rely on any ex- 108

plicit relational structures; our knowledge datastore 109

consists of flat, semi-structured entity-description 110

pairs. The work most similar to ours is Chen 111

et al. (2023), which decomposes each sentence in 112

Wikipedia into individual propositions for retrieval. 113

However, we propose a novel method where spec- 114

ulated queries generated by the LM guide the fact 115

extraction, and repeated samples of factual decom- 116

positions enhance our database. These techniques 117

yield significant performance improvements by en- 118

abling more targeted information extraction and 119

increased coverage of constructed facts, resulting 120

in more relevant and concise data being incorpo- 121

rated during inference. 122

3 Methodology 123

FADER operates in three stages (Figure 2): (1) 124

question speculation, (2) query-guided factual de- 125

composition, and (3) sample augmentation. The 126

pipeline decomposes long documents into en- 127

tity–description pairs (EDPs), building a semi- 128

structured KB for retrieval-augmented generation 129

(RAG) and cutting context length at inference. 130

Question Speculation A document D is par- 131

titioned into N equal-length chunks D = 132

{D1, . . . , DN}. For each chunk Di a language 133

model LMspeculate generates plausible questions 134

Qi = {qi1, . . . , qiJ} = LMspeculate(Di). 135

Prompts are in Tables 5–6 (Appendix G). 136

2



Query-Guided Factual Decomposition Given137

(Di, Qi), a second model LMextract returns138

Ki = {kim = (eim, fim)}Mm=1 = LMextract(Di, Qi),139

where eim is an entity (noun phrase, sentence, or140

question) and fim its associated fact. EDPs are141

produced jointly from all questions, so M and |Qi|142

can differ. Prompts appear in Tables 7–8.143

Sample Augmentation To widen coverage, the144

two steps above are repeated S times, yielding145

K
(1)
i , . . . ,K

(S)
i . We merge them as146

Kfinal
i =

S⋃
s=1

K
(s)
i , Kfinal =

N⋃
i=1

Kfinal
i .147

The resulting Kfinal is a rich, semi-structured KB148

whose basic units are individual EDPs.149

4 Experiments150

4.1 Setup151

Following prior work (Sarthi et al., 2024), we152

evaluate our method on three long-context QA153

datasets: NarrativeQA (Kočiskỳ et al., 2018),154

Qasper (Dasigi et al., 2021), and QuALITY (Pang155

et al., 2022). More details are in Appendix B. Fol-156

lowing RECOMP (Xu et al., 2024), we compare157

our approach to the following baselines to ensure a158

fair evaluation: Standard Retrieval applies BM25159

on raw document chunks without any decomposi-160

tion or summarization. Decomposition into Propo-161

sitions (Chen et al., 2023) uses ChatGPT to de-162

compose documents into propositions, aiming to163

enhance retrieval by indexing finer-grained units.164

Retrieve-then-Summarize, as the core idea un-165

derlying RECOMP (Xu et al., 2024), utilizes off-166

the-shelf summarizers like T5-large (Raffel et al.,167

2023) and GPT-3.5 (Brown et al., 2020) to con-168

dense retrieved documents before answering.169

4.2 Context-Efficiency Evaluation170

Unlike most RAG methods that solely focus on171

downstream task performance like QA accuracy172

(Borgeaud et al., 2022b; Ram et al., 2023) as eval-173

uation, we propose to measure holistic RAG per-174

formance with an efficiency-aware metric through175

retrieval context budgets, which directly impacts176

LLM inference costs. This evaluation promotes177

retrieval methods that minimize LLM inference178

overhead, enhancing efficiency and potentially im-179

proving explainability by focusing on key informa-180

tion more effectively.181

0 1000 2000 3000
0.05

0.10

0.15

0.20
NarrativeQA - RougeL

0 1000 2000 3000

0.015

0.020

0.025

0.030

NarrativeQA - BLEU-4

0 1000 2000 3000
0.075

0.100

0.125

0.150

0.175
NarrativeQA - METEOR

FADER (ours)
Standard Retrieval
T5 summarizer
GPT-3.5 summarizer
Proposition

0 1000 2000
Number of Tokens

0.20

0.22

0.24

0.26

0.28
Qasper - Avg Max F1

500 1000 1500
Number of Tokens

0.40

0.45

0.50

0.55

0.60

QuALITY - Accuracy

Figure 3: Results on NarrativeQA (top three plots),
Qasper (bottom right), and quality (bottom left). The
x-axis represents the number of tokens fixed in the re-
trieval context, and y-axis are different QA metrics used
for each dataset.

In particular, for each RAG method, we control 182

the retrieval context budget b provided to LLM for 183

inference, measured by the number of retrieved 184

tokens, and compute the downstream task perfor- 185

mance metric s for each budget b. Instead of focus- 186

ing on a single best s, we examine the downstream 187

task performance over the full range of context 188

sizes, collecting a wide range of (b, s) pairs. They 189

are represented as a context-efficiency curve (see 190

example in Figure 3), capturing the tradeoff be- 191

tween the downstream task performance and LLM 192

inference cost imposed by retrieval. The goal is to 193

maximize the Pareto frontier of the curve. Retrieval 194

methods with higher context-efficiency curves in- 195

dicate more efficiency with comparable task accu- 196

racy.3 197

4.3 Main Results 198

Figure 3 shows results on NarrativeQA, Qasper, 199

and QuALITY. We see that our method, FADER, 200

3Previous studies have conducted similar analyses to our
context-efficiency curve (Chen et al., 2023; Jiang et al., 2024c;
Yoon et al., 2024), but mostly as supportive metric for artifacts
such as long contexts and their compression. In contrast, we
propose the context-efficiency curve as a primary efficiency-
aware performance measure for RAG.
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0.15
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RougeL

facts_only
with_q_spec

0 1000 2000 3000
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facts_only
with_q_spec

Figure 4: Comparison of performance (y-axis) vs. num-
ber of retrieved tokens (x-axis) between Fact-Only KB
construction and Question-speculated KB construction
on a subset of NarrativeQA’s validation set.

0 1000 2000 3000
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0.100

0.125

0.150

0.175

0.200
RougeL
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# of KB = 3
# of KB = 5
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0.0200

0.0225
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0.0275

0.0300

0.0325
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# of KB = 1
# of KB = 3
# of KB = 5

Figure 5: Performance (y-axis) vs. number of retrieved
tokens (x-axis) on NarrativeQA for the number of re-
sampled KBs equal to 1, 3, and 5.

consistently outperforms all baselines when the201

number of tokens in the context is kept at all differ-202

ent levels, shown with our context-efficiency curve203

above all others. Our method performs especially204

well in the short-context regime when the retrieved205

tokens are very limited. This can effectively re-206

duce LLM inference cost with more efficient usage207

of context in RAG. We also find that decompos-208

ing sentences into propositions (Chen et al., 2023)209

does not generalize well to domains with lower fact210

density, such as novels or scientific papers. Some211

qualitative examples of retrieved documents for212

each method are provided in Appendix C.213

4.4 Analysis214

Here we ablate each component of our method215

(Section 3) on their contribution to the overall per-216

formance.217

Why Question Speculation? Despite extensive218

prompt tuning, providing speculated queries to LM219

when generating the KB consistently yields better220

performance compared to letting the LM extract221

facts without guidance (see Figure 4). To investi-222

gate this, we randomly select 20 stories (617 as-223

sociated queries) from NarrativeQA and compute224

the similarities between the speculated questions225

and the real queries. Surprisingly, using similar-226

ity thresholding heuristics and manual inspection,227

we find that 11.18% of the speculated questions 228

closely align with or rephrase the real queries, and 229

53.97% focus on the same topic (for more details, 230

see Appendix D). This significant overlap aligns 231

with previous research showing that LLMs are ef- 232

fective at generating synthetic queries (Wu and Cao, 233

2024). In fact, these speculated questions function 234

like a chain-of-thought process (Wei et al., 2024), 235

allowing the LM to gather relevant information 236

before answering the query. 237

Why KB Augmentation? We observe that the 238

questions speculated and facts extracted vary be- 239

tween different runs due to the LM’s inherent 240

stochasticity. Figure 5 shows that augmenting KBs 241

improves performance, indicating that the sampling 242

process effectively captures a more diverse range of 243

meaningful knowledge pairs. Full results for Narra- 244

tiveQA, Qasper, and QuALITY are in Appendix E. 245

4.5 Quality Checks on Speculative Questions 246

and EDPs 247

While our method demonstrates strong perfor- 248

mance, we carefully evaluate the quality of the 249

speculative questions that guide fact extraction and 250

the generated EDPs: (1) Automatic Evaluation of 251

Speculative Questions. As a proxy for assessing 252

the quality of the generated questions, we mea- 253

sure their similarity to real queries in the valida- 254

tion set of the corresponding dataset (using 20% 255

of that set for this evaluation). Following standard 256

practice, we employ an embedding-based similar- 257

ity approach using the all-MiniLM-L6-v2 model 258

from Hugging Face’s sentence-transformers.4 The 259

higher the average similarity scores, the more 260

closely the speculative questions resemble real 261

queries, which is desirable. Examples of some 262

of the highest-similarity pairs can be found in Ap- 263

pendix F (Table 4). (2) Manual Evaluation of 264

EDPs. To ensure consistency and accuracy of 265

EDPs, we also conduct a thorough manual eval- 266

uation. Specifically, we randomly select 200 exam- 267

ples from our generated datastore for each dataset 268

(NarrativeQA, Qasper, QuALITY). A team of three 269

reviewers independently assessed the quality, co- 270

herence, and correctness of the EDPs. We did not 271

identify any contradictions or significant issues in 272

these sampled EDPs. 273

4Available at https://huggingface.co/
sentence-transformers/all-MiniLM-L6-v2.
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Limitations274

While our approach demonstrates improved275

context-efficiency in retrieval-augmented genera-276

tion for question answering tasks, several limita-277

tions warrant discussion. First, our method relies278

heavily on the performance of large language mod-279

els for both question speculation and factual de-280

composition. Any biases or errors inherent in these281

models could propagate through the process, po-282

tentially affecting the quality and reliability of the283

extracted entity-description pairs.284

Second, the stochastic nature of our sampling-285

based augmentation introduces variability in the286

generated knowledge bases. Although multiple287

samples help capture a broader range of informa-288

tion, this approach may lead to inconsistencies289

across different runs. Further research is needed to290

assess the stability and reproducibility of the results291

when applying our method in diverse settings.292

In summary, while our method enhances context-293

efficiency, it remains vulnerable to inherent LLM294

biases and sampling-induced variability. Address-295

ing these issues is crucial for improving the relia-296

bility and consistency of our approach in various297

applications.298
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Appendix595

A Background on RAG596

Retrieval-Augmented Generation Retrieval-597

augmented generation (Lewis et al., 2020) (RAG)598

is the process of dynamically adding additional599

information at inference time through a similar-600

ity search process in order to improve generation601

quality. It is typically used in domains where it602

may be difficult for the language model to rely on603

parametric knowledge alone, for example long-tail604

question answering, or for current events past the605

training data cutoff date. The simplest form of606

RAG is to add text related to the query directly607

to the input (Ram et al., 2023). There are also608

vector-based variants, for example injecting infor-609

mation at deeper layers of the network (Borgeaud610

et al., 2022b; Wu et al., 2022; Bertsch et al., 2023),611

or interpolating with a nearest neighbor genera-612

tion (Khandelwal et al., 2019). Some works tune613

with retrieval-augmentation (Guu et al., 2020), or614

to induce retrieval behavior (Asai et al., 2024; Li615

et al., 2025). Though retrieval-augmentation is616

generally quite beneficial, language models can be617

distracted depending on the order (Liu et al., 2024)618

or content (Yoran et al., 2023) of the data retrieved.619

B Experiment Setup620

B.1 Datasets621

• NarrativeQA (Kočiskỳ et al., 2018) is a622

dataset containing 1,572 documents, includ-623

ing books and movie transcripts. It requires624

answering questions based on the full text of625

these narratives. The task tests the model’s626

ability to comprehend entire stories, with per-627

formance measured using BLEU (B-1, B-4),628

ROUGE (R-L), and METEOR metrics. We629

report BLEU-4, ROUGE-L and METEOR on630

the entire test set.631

• QASPER (Dasigi et al., 2021) consists of632

5,049 questions drawn from 1,585 NLP pa-633

pers, with answers categorized as Answer-634

able/Unanswerable, Yes/No, Abstractive, and635

Extractive. The questions focus on extracting636

detailed information embedded within the full637

text of the papers. Accuracy is evaluated us-638

ing the F1 metric, reported on the entire test639

set.640

• QuALITY (Pang et al., 2022) contains641

multiple-choice questions, each paired with642

context passages averaging around 5,000 to- 643

kens. Since the QuALITY test set is not pub- 644

lic, accuracy is reported on the validation set. 645

B.2 Details on Setup 646

For the standard retrieval baseline, we experiment 647

with different token counts within a chunk (see Ap- 648

pendix B.3) and select the best-performing one as 649

the final baseline. In all experiments, we follow 650

Sarthi et al. (2024), using CL100K_BASE from 651

Tiktoken as the tokenizer to split source docu- 652

ments into chunks and compute final token usage. 653

We use BM25 (Robertson and Zaragoza, 2009) as 654

the retriever for both standard retrieval and our 655

method, due to its effectiveness in prior studies. 656

For our EDP-based knowledge base construction, 657

we employ ChatGPT (gpt-4-2024-08-06) (Ope- 658

nAI et al., 2024), which generates entity decom- 659

position propositions efficiently. For question an- 660

swering, we use Mixtral-8x7B-Instruct-v0.1 (Jiang 661

et al., 2024a), a state-of-the-art instruction-tuned 662

language model suitable for downstream QA tasks. 663

B.3 Best Chunk Length for Standard 664

Retrieval Baseline 665

We perform comprehensive ablation studies to find 666

the optimal chunk length for each retrieved docu- 667

ment (see Figure 6, Figure 8, Figure 7). We test 668

chunk lengths of 50, 100, 150, 200, 250, 300, and 669

350 tokens, ensuring sentence boundaries are re- 670

spected when chunking the book into fixed-size 671

documents. For each chunk length, we select 5-10 672

different numbers of documents. We find that a 673

chunk length of 250 tokens achieves the best per- 674

formance on NarrativeQA, Qasper, and QuALITY, 675

and we use this as the naive retrieval baseline re- 676

ported in the main text. 677

C Qualitative Examples of Retrieved 678

Documents 679

We provide datastore examples that are retrieved 680

when answering a question from NarrativeQA. Ta- 681

ble 1 shows our retrieval compared to the standard 682

retrieval, and Table 2 shows the retrieval follow- 683

ing Chen et al. (2023)’s proposition method. We 684

find that our retrieval leads to the best final answer, 685

while the other two approaches struggle to retrieve 686

the correct information from their datastores. The 687

standard baseline fails to find the relevant chunk 688

from the book, and the proposition baseline decom- 689

poses all human dialogue into even smaller units, 690
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which makes the information more scattered and691

harms retrieval.692

D Ablations on Question Speculation 693

Table 3 shows the similarity between real queries 694

and speculative queries in a subset of NarrativeQA. 695

The similarity is measured by computing the 696

similarity between embeddings encoded with the 697

all-MiniLM-L6-v2 model from Hugging Face’s 698

sentence-transformers. We examined 617 ques- 699

tions and found that 11.18% of the speculated ques- 700

tions closely align with or rephrase the real queries, 701

while 53.97% focus on the same topic. 702

E Ablations on KB Augmentation 703

Figure 9, Figure 10 and Figure 11 show the effect of 704

different numbers of KBs in NarrativeQA, Qasper, 705

and QuALITY. 706

F Additional Examples of Generated 707

Questions 708

Here, we provide additional examples of spec- 709

ulative questions and their real-query counter- 710

parts from NarrativeQA. Table 4 lists some of 711

the highest-similarity pairs according to the all- 712

MiniLM-L6-v2 model. These examples show that 713

speculative questions are semantically aligned with 714

real queries, which helps guide the LM to extract 715

relevant facts without exact repetition. 716

G Prompts 717

We detail all the prompts used in our method and 718

baselines. For our method, prompts for question 719

speculation are shown in Table 5 and Table 6. 720

Prompts for EDP KB construction are shown in 721

Table 7 and Table 8. Prompts for question answer- 722

ing are shown in Table 9, Table 10, Table 11, and 723

Table 12. Note that for NarrativeQA, we use a two- 724

step prompting approach to obtain the final answer: 725

first, perform regular question answering based on 726
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Question: What does Mark urge his listeners to do?
Ground Truth: to do something about their problems instead of committing suicide

Our retrieval:
- "how does happy harry hardon describe his listeners?: happy harry hardon refers to his listeners as ’horny’.",
- "what actions does happy harry hardon encourage his listeners to take when contacting him?: happy harry hardon
encourages his listeners to send him their most pathetic moments, as long as they are real, and wants details like size,
shape, feel, and smell.",
- "who is happy harry hardon and what role does he play?: happy harry hardon is a radio host, engaging with his listeners
over the air, and helping chris discuss his experiences and feelings.",
- "what contest does happy harry hardon mention during his show and how does he engage his listeners?: happy harry
hardon runs a contest on the best way to put parents out of their misery and challenges listeners to amaze and discuss the
sensational content of his show.",
- "what concern does mark have about the effects of his message?: mark feels ill about the situation and perceives it as
chaotic, tangled with his life",
- "what does mark express about his feelings in the conversation with his parents?: he finds it difficult to talk to girls in his
new place and feels different.",
- "what reaction does mark have to the police car pulling up?: mark is not worried and thinks the police are just dropping
in on his neighbor.",
- "what internal conflict does mark express after his interaction with nora?: mark expresses that the whole thing is making
him ill and that it’s his life that nora is messing with.",
- "what critical message does mark want to convey to his audience about taking control of their lives?: mark conveys that
it’s their life, they should take charge of it, and they should fill the air and speak out.",
- "english class question: jan emerson asks mark to share his feelings about what he wrote."
Our answer: take charge of their lives.

Standard retrieval baseline:
"happy harry hardon - you interview a student and then you rat on her, you betray her trust, isn’t that right sir <deaver
hangs up> well as you can see, these guys are played out society is mutating so rapidly that anyone over the age of twenty
has really no idea err alright, back down to business ï share a room with my older brother and nearly every night after he
turns off his light he come over to my bed and gives me a few arm nookies and stuff and then makes me scratch his back
and other refinementsït’s about time we had some refinements on this show ẗhen sooner or later he gets worked up and
further a do he rubs his thing and makes me watch s̈igned ï’m just screwed upẅell first of all you’re not screwed up, your
an unscrewed up reaction to a screwed up situation feeling screwed up at a screwed up time, in a screwed up place does
not make you necessarily screwed up, if you catch my drift well as you know dear listeners if you enclose your number a
reply is guaranteed <rings miss screwed up>",
"creswood - it’s the trouble makers, you can’t run a top school with trouble makers in the mix brian - okay, so what
exactly is a trouble maker creswood - someone who has no interest in education brian - oh c’mon that includes every
teenager i know creswood - can’t you understand that nothing is more important than a good education brian - except
for the basic right to it creswood - the point is i have the highest s a t scores in the state brian - yeah but how creswood
- i stand by my record <the school field> shep sheppard - mr watts, shep sheppard channel six news here watts - good
evening shep sheppard - how does washington intend to deal with this situation watts - we at the f c c feel that democracy
is about protecting the rights of the ordinary citizen un-regulated radio would result in programming of the lowest common
denominator, the rule of the mob <watts looks round to see one of his f c c vans has picked up some graffiti> this is
vandalism, not free expression <everyone gathers outside the school to listen to the happy harry hardon show>"
Standard retrieval’s answer: mark does not urge his listeners to do anything

Table 1: Example of answering a question from NarrativeQA: In our method, the blue highlight represents the
evidence most likely to contribute to the final answer.

the query and retrieved documents; second, com-727

press the answer to make it more concise. This is728

because answers in NarrativeQA are typically just a729

few words, but Mixtral tends to generate lengthy re-730

sponses regardless of prompt adjustments, prompt-731

ing us to adopt a two-step process.732
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Question: What does Mark urge his listeners to do?
Ground Truth: to do something about their problems instead of committing suicide

Proposition Baseline (Chen et al., 2023):
"creswood states, s̈o what does this prove, not everyone goes to college."̈,
"mark goes to collect his post.",
"the speaker asserts, ḧappy harry hardon will go to any language to keep his three listeners glued with huwy bluwy to their
radios."̈,
"happy harry hardon asks, äre you willing to tell my listeners what you told me here in this letter?"̈,
"happy harry hardon invites listeners to share their most real moments.",
"nora finds mark burning his happy harry hardon letters.",
"mark adds, ï know exactly what it means."̈,
"mark protests, ï swear, what are you doing?"̈,
"mrs. kaiser invites malcolm to join his parents downstairs.",
"happy harry hardon states that listeners are interested in the decision to expel cheryl bates.",
"mark explains that it is his mom’s jeep and that she kind of loaned it to him.",
"chris expresses, ï didn’t know what to do."̈,
"mark says, n̈o it’s outside,änd shows nora his converted radio jeep.",
"happy harry hardon asks david deaver to explain his work.",
"mark collects his post from the postal center, exits, and starts to read the eat me beat me lady’s letter.",
"donald shakes his head in disgust.",
"chris asks, s̈o what are we going to do about this?"̈,
"happy harry hardon suspects a lie if miss screwed up does not remember or tell the truth.",
"happy harry hardon concludes, b̈ut you know what you have to do."̈,
"happy harry hardon lists, ÿou have parents, teachers telling you what to do."̈,
"nora pulls mark into the clayroom and reassures, ït’s cool, it’s safe. guess what i heard?"̈,
"back outside the lockers, doug asks donald, s̈o what did they do to you?"̈,
"nora questions, m̈ark what is with you?"̈,
"malcolm’s mother, mrs. kaiser, asks malcolm about his homework.",
"happy harry hardon continues, ÿou have movies, magazines, and tv telling you what to do."̈,
"happy harry hardon questions what david deaver says to young people about the world’s trustworthiness.",
"detective denny, holding up his badge, implies that the postal clerk can give the information to him.",
"mark asks, c̈lose to what?"̈, "malcolm tells mrs. kaiser that he has finished his homework.",
"happy harry hardon notes, n̈ow they’ve all run home to tune in and listen to what they’ve all been talking about."̈,
"mark comments, ÿeah, back to you."̈,
"happy harry hardon addresses his audience as äll my horny listeners."̈,
"marla hunter asks brian hunter, ḧave you noticed his behaviour lately?"̈,
"brian questions, ökay, so what exactly is a troublemaker?"̈,
"nora points out, f̈.c.c. you know what that means."̈,
"happy harry hardon asks, s̈o what did you do?"̈,
"happy harry hardon prompts, s̈o tell us what happened."̈,
"mark adds, ï can’t talk to them!"̈,
"mark mentions having something to show nora.",
"mark comments to nora, ÿou’re so different."̈,
"mark clarifies, ï can’t talk to you."̈, "nora greets, ḧi! what are you doing? you having fun?"̈,
"brian asks, l̈oretta what the hell is going on here?"̈,
"cheryl asks, c̈an you tell me what this is about?"̈,
"creswood asserts, n̈onsense, she doesn’t know what she’s talking about."̈,
"happy harry hardon claims, ḧappy harry just happens to have in his very hands a copy of a memo written by mr."̈,
"mark asserts, ï can’t talk to you people."̈,
"mark declares, s̈teal it, it belongs to you."̈, "happy harry hardon acknowledges äll of my horny listeners would love it if i
would call up the eat me beat me lady."̈,
"jan reveals, l̈ast night one of our students, malcolm kaiser, took his own life."̈
Proposition Baseline’s answer: Mark does not urge his listeners to do anything. No specific action is mentioned.

Table 2: Example for answering one question from NarrativeQA.
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Real Question Speculated Question Similarity

Closely Related / Rephrase of the Question (Similarity ≥ 0.85)

Why does Helen return to Grass-
dale?

Why does Helen eventually return to Grassdale alone? 0.9637

What name does Klaatu use at the
boarding house?

Where does Klaatu come from before entering the boarding
house?

0.9013

What object did Tom find in
Klaatu’s room?

What does Tom find on the floor of Klaatu’s room? 0.8852

How does Data finally defeat the
Borgs?

What actions does Data take to thwart the Borg’s attempts? 0.8640

What gift did the Borg Queen offer
Data?

What does the Borg Queen want from Data? 0.8614

Questions on the Same Topic (Similarity 0.7 - 0.85)

What did Klaatu say would happen
if his message was ignored by
Earth’s people?

What does Klaatu want to discuss with representatives from
Earth?

0.7529

What is Klaatu’s demeanor when he discusses the stakes for
Earth’s future if his message is not heeded?

0.7783

How does Klaatu react to the replies from world leaders regard-
ing the meeting?

0.7284

What alternative does Klaatu say Earth would face if his propos-
als are rejected?

0.7517

What message does Klaatu ask to be delivered and to whom? 0.7136
What ultimatum is being given to the audience in Klaatu’s mes-
sage?

0.7272

Who did Bobby suggest was the
greatest living person?

How does Bobby respond to Klaatu’s question about the greatest
man in America?

0.7343

Who does Bobby identify as the greatest scientist in the world? 0.7316

Table 3: Examples of Speculated Questions and Their Similarity to Real Questions
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Figure 9: Results on different number of KBs on NarrativeQA.

Real Question Speculative Question Similarity

How does Liza get a black eye? What causes Liza’s black eye? 0.9264
What does Dr. Varava reveal about Esther? What does Dr. Varava reveal to Kate about Esther? 0.9189
What is Mr. Roundhay’s profession? What is Mr. Roundhay’s occupation and hobby? 0.9327

Table 4: Highest-similarity speculative questions vs. real questions from the NarrativeQA validation set.
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NarrativeQA & QuALITY (Question Speculation)

System: You are a highly attentive assistant focused on generating specific and concise questions about the narrative
elements of a text. Your goal is to produce clear and direct questions that help a reader deeply understand the
concrete aspects of the story.

User: Task: Generate Specific, Concrete, and Contextual Narrative Questions

**Objective**: Given a section of text from the book, generate a set of specific, concise, and detailed questions
that are directly related to the narrative elements—such as characters, actions, events, settings, and their historical
or cultural significance. If the text contains irrelevant information like publisher details, web content, or other
non-narrative elements, do not generate questions and instead return ’no questions extracted.’

**Instructions**:
1. **Read the Text Carefully**: Pay close attention to the provided section of the text to fully understand the
narrative context, including any historical or cultural references.
2. **Check for Irrelevant Information**: Identify whether the text contains non-narrative elements such as publisher
details, web content, disclaimers, or any information not directly related to the narrative. If such content is found,
return ’no questions extracted.’
3. **Identify Key Narrative and Contextual Elements**: If the text is free from irrelevant information, focus
on identifying the key events, actions, characters, settings, and any historical or cultural references. Consider
what is happening, who is involved, where and when these events are taking place, and the historical or symbolic
significance of these elements.
4. **Formulate Questions**: Create questions that are specific to the identified narrative and contextual elements.
Ensure each question is concise, detailed, factual, and directly connected to the content of the narrative, including
its historical, cultural, or symbolic context.
5. **Question Variety and Depth**: Aim for a diverse set of questions that cover various aspects of the narrative,
including specific locations, character roles, relationships, and cultural or historical context. Avoid redundancy by
ensuring each question explores a different element or angle of the narrative.
6. **Avoid Abstract and Meta-Content**: Refrain from generating questions about abstract themes, philosoph-
ical ideas, or meta-information such as publication details or background information unrelated to the narrative itself.

**Example**:

Here is an excerpt from the book:
—
T̈he Great Peace towards which people of good will throughout the centuries have inclined their hearts, of which
seers and poets for countless generations have expressed their vision, and for which from age to age the sacred
scriptures of mankind have constantly held the promise, is now at long last within the reach of the nations. For
the first time in history it is possible for everyone to view the entire planet, with all its myriad diversified peoples,
in one perspective. World peace is not only possible but inevitable. It is the next stage in the evolution of this
planet—in the words of one great thinker, ’the planetization of mankind’. Whether peace is to be reached only
after unimaginable horrors precipitated by humanity’s stubborn clinging to old patterns of behaviour, or is to be
embraced now by an act of consultative will, is the choice before all who inhabit the earth. At this critical juncture
when the intractable problems confronting nations have been fused into one common concern for the whole world,
failure to stem the tide of conflict and disorder would be unconscionably irresponsible."
—

**Example Questions**:

- Where is the Great Peace expected?
- Who has expressed the vision of the Great Peace?
- What does ’planetization of mankind’ mean?
- How does the text describe the current world state?
- What critical choice is presented?

**Your Turn**:

Now, using the provided section of text, check for any irrelevant information. If you find any, return ’no questions
extracted.’ If not, generate a list of specific, concise questions covering various narrative elements such as characters,
actions, settings, historical or cultural references, and symbolic meanings.
—

*Section of the book*

[INSERT EXCERPT HERE]"

Table 5: Prompts for generating speculative questions on NarrativeQA and QuALITY.
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Qasper (Question Speculation)

System: You are an AI language model that generates insightful and analytical questions about a given passage.
Your goal is to create questions that encourage deeper understanding and critical thinking about the content, themes,
and details within the passage. The questions should resemble the style of the example questions provided.

User:
**Instructions:**
1. Carefully read the passage provided, paying special attention to any mention of the experimental design, dataset
details, evaluation methods, and results.
2. Generate a list of questions focusing on the following aspects: - Experimental setup - Dataset characteristics (e.g.,
size, composition) - Evaluation methods and metrics - Results and conclusions
3. The questions should be clear, specific, and thought-provoking, encouraging a deep understanding of the
methodology and results presented.
4. **Each question must contain only one question.**
5. **Extract as many questions as possible.**

**Example:**
_Passage:_
"Minimally Supervised Learning of Affective Events Using Discourse Relations
Recognizing affective events that trigger positive or negative sentiment has a wide range of natural language
processing applications but remains a challenging problem mainly because the polarity of an event is not necessarily
predictable from its constituent words. In this paper, we propose to propagate affective polarity using discourse
relations. Our method is simple and only requires a very small seed lexicon and a large raw corpus. Our experiments
using Japanese data show that our method learns affective events effectively without manually labeled data. It also
improves supervised learning results when labeled data are small.
Introduction
Affective events are events that typically affect people in positive or negative ways. For example, getting money
and playing sports are usually positive to the experiencers; catching cold and losing one’s wallet are negative.
Understanding affective events is important to various natural language processing (NLP) applications such as
dialogue systems, question-answering systems, and humor recognition. In this paper, we work on recognizing the
polarity of an affective event that is represented by a score ranging from −1 (negative) to 1 (positive).
Learning affective events is challenging because, as the examples above suggest, the polarity of an event is not
necessarily predictable from its constituent words. Combined with the unbounded combinatorial nature of language,
the non-compositionality of affective polarity entails the need for large amounts of world knowledge, which can
hardly be learned from small annotated data.
In this paper, we propose a simple and effective method for learning affective events that only requires a very
small seed lexicon and a large raw corpus. As illustrated in Figure 1, our key idea is that we can exploit discourse
relations to efficiently propagate polarity from seed predicates that directly report one’s emotions (e.g., “to be glad”
is positive). Suppose that events x1 are x2 are in the discourse relation of Cause (i.e., x1 causes x2). If the seed
lexicon suggests x2 is positive, x1 is also likely to be positive because it triggers the positive emotion. The fact that
x2 is known to be negative indicates the negative polarity of x1. Similarly, if x1 and x2 are in the discourse relation
of Concession (i.e., x2 in spite of x1), the reverse of x2’s polarity can be propagated to x1. Even if x2’s polarity is
not known in advance, we can exploit the tendency of x1 and x2 to be of the same polarity (for Cause) or of the
reverse polarity (for Concession) although the heuristic is not exempt from counterexamples. We transform this idea
into objective functions and train neural network models that predict the polarity of a given event.
chatWe trained the models using a Japanese web corpus. Given the minimum amount of supervision, they performed
well. In addition, the combination of annotated and unannotated data yielded a gain over a purely supervised
baseline when labeled data were small."
_Example Questions:_
1. What is the seed lexicon?
2. How are relations used to propagate polarity?
3. How does their model learn using mostly raw data?
4. How big is the Japanese data?
5. How large is the raw corpus used for training?
6. How big is the seed lexicon used for training?
7. What are the results?
8. What are the labels available in the dataset for supervision?
9. How significant are the improvements of supervised learning results trained on smaller labeled data enhanced
with the proposed approach compared to the basic approach?
—
**Task:**
Now, read the following passage and generate a list of questions that resemble the style of the example questions.
_Passage:_
[INSERT EXCERPT HERE]

Table 6: Prompt for generating speculative questions on Qasper.
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NarrativeQA & QuALITY (KB Construction)

System: You are a helpful assistant.
User: Please extract all relevant entities and facts from the provided passage that are useful for answering specific
questions. Only return entity and facts for information that is explicitly mentioned in the passage. If a question does
not have a corresponding fact in the passage, omit that entity and fact entirely. For example, if the question is "Who
visits the philosopher at the beginning of the story?" and the passage mentions that a friend visits the philosopher,
the response should be (Visitor, A friend visits the philosopher). However, if the passage does not provide specific
information on a question and there is no mention of the location, do not include anything in your response for
that question. Your returned output should be a series of tuples, like (Visitor, A friend visits the philosopher),
(Philosopher’s stance on law, Breaking the law is equivalent to betraying a contract with the state).
Passage: [INSERT EXCERPT HERE]
Questions: [INSERT SPECULATED QUESTIONS HERE]

Table 7: Prompt for constructing knowledge bases using speculative questions from NarrativeQA or QuALITY.

Qasper (KB Construction)

System: You are a helpful assistant.
User: Please provide answers to the following questions based on the passage. Whenever possible, prioritize using
**direct quotes** from the passage instead of summarizing. Only summarize when a direct quote does not provide
a clear answer. Format each answer as a pair of:
(Question, Answer)
If a direct quote is used, place it within quotation marks.
Example format:
(What is the seed lexicon?, A vocabulary of positive and negative predicates that helps determine the polarity score
of an event.)
(How big is the Japanese data?, 7,000,000 pairs of events were extracted from the Japanese Web corpus, and 529,850
pairs of events were extracted from the ACP corpus.)
(How does the proposed method compare to previous techniques?, "Compared to existing methods, the proposed
approach ’achieves a 15% increase in classification accuracy while reducing computational complexity by approx-
imately 30%.’ This substantial improvement highlights the efficiency and effectiveness of the new algorithm in
large-scale data settings.")
Passage: [INSERT EXCERPT HERE]
Questions: [INSERT SPECULATED QUESTIONS HERE]

Table 8: Prompt for constructing knowledge bases using speculative questions from Qasper.

NarrativeQA (Question Answering - round 1)

System: You are a helpful assistant.
User: Please answer the question below using the provided context. Your response must be a phrase that directly
answers the question or the phrase ’I don’t know’—no further explanation should be added. Do not provide
additional context or clarification in your response. Keep the replies concise and short. Do not repeat things. Do not
over-explain yourself. Reply in under 10 words.
Example 1:
Context: [(the morning star, The entity known as ’the morning star’ is also referred to by another name in
astronomy.)]
Question: What is another name for the morning star?
Answer: Venus.
Example 2:
Context: [(The battle of Hastings, The battle of Hastings was fought in the year 1066.)] Question: When was the
battle of Hastings fought? Answer: 1066.
Example 3:
Context: [(the foundational document, The document foundational to the laws of the United States is the Constitu-
tion.)]
Question: What is the foundational document of the United States?
Answer: The Constitution.
Please answer the question below using the provided context. Your response must be either a phrase that directly
answers the question or the phrase ’I don’t know’—no further explanation should be added. Do not provide
additional context or clarification in your response.
Context: [INSERT RETRIEVED DOCUMENTS HERE], Question: [INSERT QUESTION HERE]

Table 9: Prompt for answering questions from Qasper.
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NarrativeQA (Question Answering - round 2)

System: You are a helpful assistant.
User: For the question-answer pair provided below, shorten the answer by removing any redundant elements that
merely repeat information from the question. Only shorten the answer if it includes unnecessary details or redundant
phrasing, ensuring that all essential information is retained. Use these provided examples as a guide for the style
and level of conciseness expected in the responses.
Examples:
1. **Question:** Who was Socrates visited by at the beginning of the story?
- **Original Answer:** I don’t know. The context provided does not mention anyone visiting Socrates at the
beginning of the story.
- **Shortened Answer:** I don’t know.
2. **Question:** What does Socrates tell Crito not to worry about?
- **Original Answer:** Socrates tells Crito not to worry about the voices of the crowd regarding Socrates’ choices,
and not to concern himself with the fairness of the laws.
- **Shortened Answer:** The voices of the crowd.
3. **Question:** Who announces the events that are to come to the dismay of the others on stage?
- **Knowledge Base:** The character who announces the events that are to come; Identity, Phantastes.
- **Shortened Answer:** Phantastes.
4. **Question:** Where do the dancers purify themselves?
- **Original Answer:** In the temple of Apollo.
- **Shortened Answer:** In the temple of Apollo.
5. **Question:** Where is Echo’s glade?
- **Original Answer:** Echo’s glade is in the forest of Arden.
- **Shortened Answer:** Arden.
6. **Question:** What challenge does Phronimus propose to all comers?
- **Original Answer:** Phronimus proposes a wit duel to all comers.
- **Shortened Answer:** Wit duel.
7. **Question:** How long has Michael lived in New York?
- **Original Answer:** Michael has lived in New York for fifteen years.
- **Shortened Answer:** Fifteen years.
8. **Question:** Who wins the sparring match between Johnny and Tom?
- **Original Answer:** Tom wins the sparring match between Johnny and Tom.
- **Shortened Answer:** Tom.
**Question:** [INSERT QUESTION HERE]
- **Original Answer:** [INSERT ANSWER FROM ROUND 1]
- **Shortened Answer:**
Context: [INSERT RETRIEVED DOCUMENTS HERE], Question: [INSERT QUESTION HERE]

Table 10: Prompt for answering questions from Qasper.

Qasper (Question Answering)

System: You are a helpful assistant.
User: **Instructions:**
1. If you find direct evidence from the context, extract the relevant span as your answer. Ensure it is concise and
faithful to the text.
2. If the answer requires a rephrasing or cannot be directly extracted, use your own words to provide a clear, concise
response.
3. For yes/no questions, simply respond with ’Yes’ or ’No’ based on the context.
4. If no answer is found within the context, output ’Unanswerable.’
**Context:** [INSERT RETRIEVED DOCUMENTS HERE]
**Question:** [INSERT QUESTION HERE]

Table 11: Prompt for answering questions from Qasper.

QuALITY (Question Answering)

System: You are a helpful assistant.
User: Please answer the following multiple-choice question based on the context provided.
**Context:** [INSERT EXCERPT HERE]
**Question:** [INSERT QUESTION HERE]
**Options:** 1. options[0] 2. options[1] 3. options[2] 4. options[3]
Choose the option that seems most appropriate based on the context, even if you’re unsure. Respond with only the
number of the selected option and do not provide any additional text or explanation.

Table 12: Prompt for answering questions from QuALITY.
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Figure 10: Results on different number of KBs on
Qasper.
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Figure 11: Results on different number of KBs on
QuALITY.
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