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ABSTRACT

By incorporating physical consistency as inductive bias, deep neural networks
display increased generalization capabilities and data efficiency in learning non-
linear dynamic models. However, the complexity of these models generally in-
creases with the system dimensionality, requiring larger datasets, more complex
deep networks, and significant computational effort. We propose a novel geo-
metric network architecture to learn physically-consistent reduced-order dynamic
parameters that accurately describe the original high-dimensional system behav-
ior. This is achieved by building on recent advances in model-order reduction
and by adopting a Riemannian perspective to jointly learn a non-linear structure-
preserving latent space and the associated low-dimensional dynamics. Our ap-
proach enables accurate long-term predictions of the high-dimensional dynamics
of rigid and deformable systems with increased data efficiency by inferring inter-
pretable and physically-plausible reduced Lagrangian models.

1 INTRODUCTION

Deep learning models recently emerged as powerful tools for learning the continuous-time dynamics
of physical systems. In contrast to classical system identification methods which rely on analytical
derivations, black-box approaches learn to predict the behavior of nonlinear systems using large
amounts of trajectory data. However, collecting such data is prohibitively expensive, and the learned
models often predict trajectories that violate the laws of physics, e.g., by not conserving energy.

Gray-box approaches tackle such limitations by incorporating physics priors as inductive biases into
deep learning architectures. These methods have been broadly investigated for different systems,
such as Lagrangian and Hamiltonian mechanics, and function approximators, including neural net-
works (Lutter et al., 2019; |Greydanus et al., |2019; |Cranmer et al., [2020; |Lutter & Peters, |2023)) and
Gaussian processes (Tanaka et al.,|2022; Evangelisti & Hirchel |[2022). Several physically-consistent
models were extended to capture non-conservative forces and contact mechanics (Hochlehnert et al.}
2021;Zhong et al.|[2021)), and to ensure longer-term stability of the identified dynamics by including
differential solvers (Chen et al., [2018) into the training loop (Finzi et al.l [2020; Zhong & Leonard,
2020). Model performances were also improved by representing the dynamics using coordinates
adapted to the physical system at hand (Finzi et al.| | 2020; |Celledoni et al.| 2023} |Duong & Atanasov,
2021). Altogether, gray-box approaches are physically consistent, versatile, more data-efficient, and
display increased generalization capabilities compared to black-box methods (Lutter & Peters,2023j
Greydanus et al.,[2019). Still, they have, so far, only learned the dynamics of low-dimensional sys-
tems, i.e., typically 2-5 dimensions. Learning the dynamics of high-dimensional systems, such as
fluid flows, continuum mechanics, and robots, arguably remains an open problem. This is due to
their increasing complexity, requiring more complex network architectures and more training data.

Predicting trajectories of high-dimensional systems is also notoriously difficult due to the com-
putational cost of solving high-dimensional and highly nonlinear differential equations. In this
context, model order reduction (MOR) techniques find a computationally efficient yet descriptive
low-dimensional surrogate system — a reduced-order model (ROM) — of a given high-dimensional
dynamical system or full-order model (FOM) with known dynamics (Schilders et al., [2008). MOR
is typically achieved by projecting the FOM onto a lower-dimensional space via linear (Thieftry
et al., 2019} [Farhat et al., 2015} |Carlberg et al.l 2015) or nonlinear (Sharma et al.| 2023} [Barnett;
& Farhat, 2022) mappings. In particular, Autoencoders (AEs) were shown to be well suited to
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extract descriptive nonlinear reduced representations from data (Lee & Carlberg, [2020; Buchfink
et al., 2023} |Otto et al.,[2023)). Recent approaches investigated the preservation of physics-induced
geometric structures, i.e. Lagrangian or Hamiltonian structures, of FOMs within projection-based
ROMs (Carlberg et al.l 2015} |Lee & Carlberg, [2020; |Otto et al., 2023 |Hesthaven et al., 2022). This
structure awareness enables the derivation of shared theoretical properties such as energy conser-
vation and stability preservation (Buchfink et al., 2023)), as well as the design of low-dimensional
control strategies on the ROM (Lepri et al.| [2024). Buchfink et al.| (2024) recently unified vari-
ous structure-preserving MOR techniques by adopting a differential-geometric perspective on the
problem. In this framework, ROMs are defined on embedded submanifolds of the high-dimensional
Riemannian or symplectic manifold associated with a given Lagrangian or Hamiltonian system.

Despite their advantages, MOR methods are intrusive in that they assume known high-dimensional
dynamic parameters which are generally difficult to obtain. [Sharma & Kramer| (2024) presented
a novel non-intrusive approach that identifies low-dimensional dynamic parameters in a structure-
preserving linear subspace obtained from high-dimensional state observations. However, this ap-
proach is limited to systems that are linearly reducible and displays limited expressivity by con-
straining the range of the ROM parameters. In this paper, we propose a more general and expressive
approach in the form of a physics-inspired geometric deep network that learns the continuous-time
dynamics of high-dimensional systems. Our first contribution is to adopt a differential geome-
try perspective and jointly learn (/) a structure-preserving non-linear reduced representation of the
high-dimensional generalized coordinates and (2) the associated low-dimensional dynamic param-
eters. Specifically, our approach leverages a constrained AE (Otto et al.| 2023)) to learn a latent
embedded submanifold in which physically-consistent low-dimensional dynamics are learned with
a Lagrangian neural network (LNN) (Cranmer et al.| [2020; Lutter & Peters| 2023). Our approach
differs from (Greydanus et al.,|2019;|Zhong & Leonard, |2020; Botev et al.,|2021) in that it does not
consider high-dimensional observations (images) of low-dimensional physical systems but systems
with high-dimensional state spaces. As second and third contributions, we reformulate both the
LNN and the AE to account for the intrinsic geometry of their parameters. To this end, we intro-
duce positive-definite layers in the LNN to parameterize the (reduced) mass-inertia matrix and use
Riemannian optimization to infer the LNN parameters and biorthogonal AE weights.

Our approach infers physically-plausible models as both the ROM and the FOM conserve the re-
duced energy along reduced unforced Lagrangian trajectories and their embeddings. Moreover, it
infers interpretable reduced-order dynamic parameters. We validate our approach by learning the
dynamics of three simulated high-dimensional rigid and deformable systems: a pendulum, a rope,
and a thin cloth. Our results demonstrate that it efficiently learns reduced-order dynamics leading to
accurate long-term predictions of high-dimensional systems.

2 BACKGROUND

This section introduces the mathematical preliminaries and network architectures for learning re-
duced Lagrangian dynamics. We adopt a differential-geometric perspective to simultaneously inves-
tigate the use of nonlinear MOR projections and the structure preservation of Lagrangian systems.

2.1 LAGRANGIAN DYNAMICS ON THE CONFIGURATION MANIFOLD

We consider an n-degrees-of-freedom (DoF) mechanical system whose configuration space is iden-
tified with an n-dimensional smooth manifold Q with a simple global chart. Velocities ¢ at each
configuration g € Q lie in the tangent space 749, an n-dimensional vector space composed of all
vectors tangent to Q at g. The disjoint union of all tangent spaces 74 Q forms the tangent bundle 7 Q,
a smooth 2n-dimensional manifold. The configuration manifold can be equipped with a Riemannian
metric, i.e., a smoothly-varying inner product acting on 7 Q. We consider the kinetic-energy metric,
which, given a choice of local coordinates, equals the system’s mass-inertia matrix M (q).

A Lagrangian system is a tuple (Q, £) of a Riemannian configuration manifold Q and a smooth time-
independent Lagrangian function £ : TQ — R. The Lagrangian function is given by the difference
between the system’s kinetic T'(q, ¢) and potential V' (q) energies as £(q,q) = T(q,q) — V(q) =
1G"M(q)q — V(q). Following the principle of least action, the equations of motion are given by

the Euler-Lagrange equations % (%S) — % = 7 with generalized forces 7. These equations are
. . . . d . 1,0 . .
M(q)g +e(g.d) +9(a) =7, with e(a.4) = (;M(a)d -~ 55 (d"M(9)9) )T )
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and g(q) = , where ¢(q, q) represents the influence of Coriolis forces. Given a time interval

T = [to, t¢], trajectories v : Z — T Q : t — (q(t), q(t))" of the Lagrangian system are obtained by
solving the initial value problem (IVP)

d _ _ q(t)
vl = X"v(t) - (M-%q)(ch(q,q)fg(q))) €T T<:

Y(to) = (&) eTQ,

the vector field defined by the Euler-Lagrange equations. Note that, for Lagrangian

oV(a)
oq

2)

with X ()
systems, trajectories -~y are lifted curves on the tangent bundle 7 Q.
2.2 MODEL ORDER REDUCTION

MOR methods consider a high-dimensional dynamical system, i.e., a FOM, with known dynamic
parameters, which generates smooth trajectories v : Z — M characterized by an IVP of the form

{jfy‘t :X|'y(t)€7:)’(t)M’ tel,
Y(to) =y €M,

3)

where X |7 (1) 18 @ smooth vector field defining the evolution of the system, so that ~(t) € M. Note
that we have M = 7 Q in (). The goal of MOR is to accurately and efficiently approximate the
set of solutions S = {y(¢t) € M |t € T} C M of the IVP (@). To this end, MOR methods learn a
reduced manifold M with dim(M)=d < dim(M)=n and a ROM 47|, = X|,7(t) € ToyM.

Following Buchfink et al.| (2024), we identify M with an embedded submanifold <p(/\;l) c M
via a smooth embedding ¢ : M — M. The reduced initial value 49 = p(7o) and vector field
X|;1(t) = dp|,y(t)X|7(t) are defined via the point and tangent reduction maps p : M — M and

dple : TeM — T,z M associated with ¢, where € M. The reduction maps must satisfy the
projection properties

pop=idy and dp|,@) odels =idy o, VEE M. ©))

Trajectories of the original system are then obtained via the approximation v(t) ~ ¢(%(t)). In
this paper, we consider the case where the high-dimensional dynamics are unknown. We lever-
age structure-preserving MOR methods to learn a non-linear reduced representation Q of the high-
dimensional Lagrangian configuration space Q along with a Lagrangian ROM (Q, L).

A key aspect of MOR is the construction of the embedding ¢ and corresponding point reduction p.
AEs are well suited for representing these nonlinear mappings due to their expressivity and scalabil-
ity (Lee & Carlberg, |2020; Otto et al.,|2023)). An AE consists of an encoder network p : R" — R4
that maps a high-dimensional vector € R™ to a latent representation z € R? with d < n, and
a decoder network ¢ : R? — R” that reconstructs an approximation of the original data. Given a
dataset {z;}¥ , the AE parameters ¥ are trained by minimizing the reconstruction error

1 N
Cap(¥) = NZHSDOP(%') —zi*. ®)
=1

Notice that the projection properties (@) hold approximately when the loss (3)) is small. However, in
this paper, we leverage a constrained AE (Otto et al.| [2023) that guarantees (@), which is essential
when learning reduced representations of high-dimensional Lagrangian systems.

2.3 LAGRANGIAN NEURAL NETWORKS

In contrast to MOR, LNN consider low-dimensional systems with unknown dynamics that we aim to
learn. The key idea of LNNss is to include physics-based inductive bias into deep networks, ensuring
the learned dynamics models conserve energy and lead to physically-plausible trajectories. In this
context, DeLaN (Lutter et al., 2019} Lutter & Peters| [2023) proposed to model the kinetic energy
(via the mass-inertia matrix) and the potential energy of a Lagrangian function £ as two networks
M (q; 01) and V(q;0v) with parameters 8 = {0r,0y}. Trajectories of the learned dynamical



Published as a conference paper at ICLR 2025

system are then obtained via the equations of motion (I by solving the IVP 2). Given a set of N
observations {q;, g, gi, Ti } ,—1» the networks are trained to minimize the loss

N
1 . .
linn(0) = N E | £(qi, di, 7 0) — Gi||” + A|6]]3, (6)
=1

where f(q,q,7;0) = M~1(q;07)(T — c(q,q) — g(q;0v)) and ) is a regularization constant.
Following this approach, the total energy £ = T(q,q) + V(q) = %qTM(q)q + V(q), of un-
forced systems is conserved. Next, we propose an enhanced geometric version of DeL.aN, which we
then use in Section ] to learn the dynamics of a Lagrangian ROM.

3 GEOMETRIC LAGRANGIAN NEURAL NETWORKS

The mass-inertia matrix M (q) acts as the Riemannian metric on the configuration manifold Q for
Lagrangian systems with quadratic kinetic energy structure. As such, M (q) belongs to the manifold
of symmetric positive-definite (SPD) matrices S, (Bhatial, 2007} [Pennec et al., [2006). Existing
LNNs enforce the symmetric positive-definiteness by predicting the Cholesky decomposition L(q)
with a Euclidean network and describing the mass-inertia matrix as M = LLT. However, this
parametrization overlooks the Riemannian geometry of both Cholesky and SPD spaces (see also
App. [B). Here, we propose to learn the mass-inertia matrix via SPD networks, whose building
blocks are formulated based on the Riemannian geometry of the SPD manifold.

3.1 LEARNING POSITIVE-DEFINITE MASS-INERTIA MATRICES ON THE SPD MANIFOLD
Our goal is to learn a mapping q — M(q) : @ — S7,, where 7, = {¥ € Sym" | 3 - 0} is the
Riemannian manifold of SPD matrices and Sym™ is the space of symmetric matrices (see App.
for a background on the SPD manifold and associated Riemannian operations). To this end, we build
on recent works that generalize classical neural networks to operate directly on the SPD manifold
by leveraging its gyrovectorspace structure (Lopez et al.} 2021;|Nguyen, 2022; |Nguyen et al.,[2024)).
However, these networks consider that both inputs and outputs belong to S¥, .

We propose a novel SPD network M (q; 61) = (gs7, © gexp ©gr)(q) with three consecutive compo-
nents, as illustrated in Fig. [THeft. First, the input configuration g € Q is fed to a standard Euclidean
multilayer perceptron (MLP) gr : R® — R™"*+1)/2  whose output elements are identified with
those of a symmetric matrix U € Sym™. Second, U is interpreted as an element of the tangent
space TpSY,, and mapped onto the SPD manifold via an exponential map layer X = Expp(U).
Note that this type of layers is commonly used in hyperbolic neural networks (Shimizu et al.,[2021])).

o

Third, X is fed to a set of Lgyq layers ggn : ST, — ST, which outputs the mass-inertia matrix
++

++2
M € S7,. We consider and compare two different fully-connected (FC) SPD layers — which are
analogous to the FC layers in MLPs —, namely the gyrocalculus-based (GyroAl) layers of (Lopez
et al., 2021} Nguyen, 2022), and the gyrospace hyperplane-based (GyroSpd, ) layers of (Nguyen
et al., [2024). Both can be integrated with the ReFig layers (Huang & Gool, 2017) which are the
SPD counterparts to ReLU-activations (see App. [C|for details on the SPD layers). In total, the pa-
rameters Ot of our SPD network consist of the MLP parameters 61 r, and the SPD layer parameters

0T751+ € 8t x ... x 8T, including the basepoint P of the exponential map.

3.2 MODEL TRAINING AND PARAMETER OPTIMIZATION

The proposed geometric LNN models the kinetic energy via the mass-inertia matrix parametrized
as a SPD network M (g; Or) and the potential energy via a standard Euclidean MLP V' (g; 6v). The
network parameters @ = {0r, Oy} are obtained as for classical LNNs by minimizing (6). However,
as several parameters of the SPD network belong to ST, their geometry must be taken into account
during training. To do so, we leverage Riemannian optimization (Absil et al., 2007; [Boumal, [2023)
to solve a problem of the form minge ¢ £(2) on a Riemannian manifold M, where £ is the loss to
minimize and x € M is the optimization variable. Conceptually, each iteration step in a first-order

(stochastic) Riemannian optimization method consists of the three successive operations

ny < h(grad 0(z¢), 7i—1), @1 < Expg, (—aumy), 7t PToa,, (M) @)
First, the update 7, € 7., M is computed as a function h of the Riemannian gradient grad ¢ at the
estimate x; and of 7;_1, a parallel-transported previous update 1;_1 € T, , M to the new T, M
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Figure 1: Flowchart of the forward dynamics of the proposed reduced-order LNN. The reduction
mappings and embeddings of the Lagrangian ROM are depicted in blue and parametrized via a con-
strained AE with biorthogonal layers (right). The ROM dynamics are learned via a latent geometric
LNN depicted in orange. The mass-inertia matrix is parametrized via a SPD network (left).

(see App.[A]for the relevant Riemannian operations). Then, an update of the estimate a; is obtained
via projecting the update 7, that is scaled by a learning rate learning rate a; onto the manifold
with the exponential map. Finally, the current update is parallel-transported to the tangent space
of the updated estimate to prepare for the next iteration. Note that the function £ is determined by
the optimization method. We use the Riemannian Adam (Becigneul & Ganea, 2019) implemented
in Geoopt (Kochurov et al.| [2020) to optimize the geometric LNN parameters. Notice that M is
defined as a product of Euclidean and SPD manifolds to optimize the parameters 6.

4 LEARNING REDUCED-ORDER LAGRANGIAN DYNAMICS

Like other gray-box models, our geometric LNN faces limitations in scaling to high-dimensional
systems due to the increasing complexity of their dynamics. In many cases, the solutions of high-
dimensional equations of motion can be well approximated by a substantially lower-dimensional
surrogate dynamic model. Building on this assumption, we propose to reduce the problem dimen-
sionality by learning a latent dynamical system that preserves the original Lagrangian structure. The
latent space and the reduced dynamics parameters are inferred jointly via structure-preserving MOR
and a latent geometric LNN, as explained next. The complete forward dynamics of the proposed
reduced-order LNN (RO-LNN) are illustrated in Fig. [T} Notice that we consider physical systems
with high number of DoFs with observations {q;, g;, d;, Ti}iT:p and not high-dimensional represen-
tations of inherently low-dimensional state spaces as would be the case with images.

4.1 LAGRANGIAN REDUCED-ORDER MODEL

Preserving the properties of the original FOM is crucial to ensure that the learned ROM displays
similar behaviors. Therefore, we leverage the geometric framework introduced in [Buchfink et al.
(2024) and learn a reduced Lagrangian (Q, [Z) via structure-preserving MOR. As Lagrangian trajec-
tories are lifted curves y(t) = (g(t), (t))", the manifold to be reduced is the tangent bundle 7 Q.
We define the lifted embedding ¢ : 7O — T Q for a smooth embedding Yo : Q — Q as the pair

o(d,q) = (pa(d), deolqq), (8)

with dpglg : 7:1Q — To0(g) Q denoting the pushforward, or differential, of ¢ g at g. Analogously,
we define a reduction map p(g,qg) as the pair (po(q),dpg|qq) of point and tangent reductions

po: Q— Qand dpglg : TgQ = Tpu(q) Q-

Given ¢ and p, the observed states {q;, ¢; }_, are first mapped to the ROM via the point reduction
mapping to obtain reduced initial values. Then, the reduced Lagrangian function is constructed via
the pullback of the lifted embedding as

L=¢*L=Log. ©)
The Euler-Lagrange equations of the reduced Lagrangian yield
M(q)q +é&(q.q) +9(q) = 7. (10)

In the intrusive case (Buchfink et al., 2()24), the reduced parameters are given as a function of
the known high-dimensional dynamics as M (q) = dyg|; M(q) dyolg. 9(9) = dpolj g(q),



Published as a conference paper at ICLR 2025

T = dpol} T, and é(q, q) is computed as function of M (q) as in (I). Instead, we assume un-
known dynamics and propose learn the reduced parameter with a geometric LNN. Specifically,
we parametrize the reduced mass-inertia matrix and the reduced potential energy of £ as two net-
works M (g; 0;) and V(¢; @) with parameters @ = {65, 6y}. The ROM (T0) can then be used
to efficiently compute reduced trajectories 4(¢) as solutions v(t) ~ ¢(%(t)) of the FOM (I). It
is worth emphasizing that the preservation of the Lagrangian structure in the ROM guarantees the
conservation of the reduced total energy £ along the solutions %(¢) of (I0) and the corresponding
image curves (5(t)) as £ = £ o . This property allows us to learn physically-consistent reduced
dynamics. Next, we discuss how to learn ¢ and po.

4.2 LEARNING THE EMBEDDING AND POINT REDUCTION

For increased expressivity, we parametrize the point reduction pg and embedding ¢ o of our reduced
Lagrangian as the encoder and decoder of an AE. To ensure that the reduction map p(q, g) satis-
fies the projection properties (@), we leverage the constrained AE architecture introduced by [Otto
et al.|(2023). The encoder and decoder networks are given as a composition of feedforward layers
po = p(Ql) 0...0 p(QL) and g = QD(QL)O. . .Ogo(Ql) with p(Ql) R — Rt go(Ql) : R™-1 — R™ and
d=mng < ... <ny =n, where d denotes the latent space dimension. Notice that the pushforward
dpolq and tangent reduction dpg|q are the differentials of the encoder and decoder networks.

The key to guarantee the projection properties (@) lies in the specific construction of layer pairs as
l D)/ <(l— (-
@) =0 (2@ -b))  and Q@) =@ (@) b, AD

where (®;, ¥;) and (o, 0_) are pairs of weight matrices and smooth activation functions, respec-
tively, and b, are bias vectors. By constraining the pairs to satisfy ¥ ®;, = Iy and 0_ o 0 = id,

each layer satisfies p(Ql) o (p(gl) = idg~—1 and the constrained AE fullfills @). [Otto et al.| (2023)
adhere to the first constraint by defining pairs of biorthogonal matrices (®;, ¥;) via an over-
parametrization resulting in additional loss terms. Instead, we adopt a geometric approach that
accounts for the Riemannian geometry of biorthogonal matrices. Specifically, we minimize the AE
reconstruction error () via Riemannian optimization (see Equation (7)) by considering each pair
(@, ¥;) as elements of the biorthogonal manifold B,,, ,, , = {(®,¥) € R™*™M-1 x Rm>X™-1
UTd =1, .} (see App. for a background on the biorthogonal manifolds and associated op-
erations). As it will be shown later in our experiments, optimizing the biorthogonal weights on
the biorthogonal manifold is crucial when jointly optimizing the latent space and the associated
reduced-order dynamic parameters. The second constraint is met by utilizing the smooth, invert-
ible activation functions defined in (Otto et al., 2023 Equation 12). Additional details on the AE
architecture, including activation functions, and layer derivatives, are provided in App.

4.3 MODEL TRAINING

Finally, we propose to jointly learn the parameters = = {®;, ¥;, b;}%, of the AE and § =
{05 g, 01, st 05} of the latent geometric LNN. We consider two losses, both of which minimize

the AE reconstruction error, the latent LNN loss, and a joint error on the reconstructed predictions.

o e . . « . . " N . .
Training on acceleration. Given a training set {q;, g;, G;, T; };_,, the acceleration loss is

N
1 ~ e . o . < < I3 .
froMaee = 7 D old— @il + 11— @l + 11 — @l + 1. — @l° + @i — @ll* +216]3. (12)
=1

LAE LINN, d LLNN, n

di» Gi» q; are the reconstructed position, velocity, and acceleration obtained by successively applying
the lifted point reduction and embedding, and its derivatives, and g; is the reduced acceleration. The
latent acceleration predictions g, ; are obtained from the reduced equations of motion (10) as

@ = £(4,q,7:0) = M~'(¢;01)(7 — (4, a) — 9(4; 6%)), (13)
The acceleration of the FOM is then computed as ('ij = d<pg|qép +d%po) (@ é)é, as shown in Fig.

Training with multi-step integration. The loss (I2) requires computing the second derivatives of
the embedding and point reduction, i.e., the Hessian matrices of the AE, which result in significant
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computational efforts increasing with the dimension of the FOM. Moreover, it considers only single
steps, while the learned dynamics are expected to predict multiple steps. Therefore, we also consider
a multi-step loss that which numerically integrates the latent acceleration predictions (T3) before
decoding. This is achieved via H Euler forward steps with constant integration time At. Given sets

of observations {q;(Z;), 4:(Z;), 7:(Z; )}fil over intervals Z; = [t;, t; + HAt], the multi-step loss is

. 2
Lrom.0DE = HN ZZ 1Gi (ti,5) = @i(ti)|” + 1 (ti.5) = Gi(tis)|
=1 j=1 Dé (14)
1. (ti.) — @it )1 + [ (ti) — Gi(tig) 1>+ (10113,

LINN,d LLNN, n

with latent velocity predictions gp,; (;.;) ft " (q;(t), @i(t), 7(t); 8), velocity reconstructions
Gp,i(ti;) = dpo (qi(ti;)),and t; ; =t; + jAL. Fig.|1 illlustrates the resulting forward model.

5 EXPERIMENTS

We first evaluate the geometric LNN on a simulated 2-DoF planar pendulum. Second, we evaluate
our geometric RO-LNN to learn the dynamics of three simulated high-dimensional systems: a 16-
DoF pendulum, a 192-DoF rope, and a 600-DoF thin cloth. Our experiments demonstrate the ability
of our approach to learn reduced-order dynamics, resulting in accurate long-term predictions. More-
over, they highlight the importance of geometry as additional inductive bias in both LNN and AE.
Details about simulation environments, datasets, network architectures, and training are provided in
App. [Ffor each experiment. Additional results are provided in App.[G| A video and source code are
available at https://sites.google.com/view/reduced—-lagrangians.

5.1 LEARNING LAGRANGIAN DYNAMICS WITH GEOMETRIC LNNSs

We start by evaluating the long-term prediction accuracy of the geometric LNN introduced in Sec-
tion[3lon a 2-DoF planar pendulum. Train and test trajectories are obtained by solving its equations
of motion with randomly sampled initial positions and zero velocities. We compare the performance
of our geometric LNN against DeLaN, which parametrizes the mass-inertia matrix via a Cholesky
network. We consider two variants, where the kinetic and potential energy networks are indepen-
dent (Lutter & Peters}, [2023)) or share parameters (Ot N Bv) (Lutter et all 2019). Moreover, we
evaluate the performance of different architectures for our SPD network M (g; O7). First, we com-
pare two exponential map layers, where the basepoint P € S7, is either set as I or learned as a
parameter. Second, we evaluate the influence of the SPD layers by comparing performances without
any SPD layers, and with GyroAI+ReEig, GyroSpd, ., or GyroSpd, | +ReEig layers.

Fig. [2Heft shows the acceleration prediction errors on testing data for selected architectures trained
on acceleration data. We observe that our geometric LNNs consistently outperform both DeLaNs,
especially in low-data regimes. Interestingly, the geometric LNNs with SPD layers do not notice-
ably outperform those employing solely Euclidean and exponential-map layers (see App. [G.1.3]for
an extensive analysis on SPD layers and App. for training times). Fig. 2}middle, right depict
long-term trajectory predictions obtained via Euler integration of the predicted state derivatives. In
addition to the aforementioned models, we consider several geometric LNNs trained with multi-step
integration. We observe that the geometric LNNs lead to significantly better long-term predictions
than the DeLaNs, with the SPD layers following the previously-observed performance trend (see
also App.[G.I.1). Moreover, the geometric LNN trained over 8 integration steps outperforms those
trained on accelerations, and results in the most accurate predictions (see also App.[G.1.4). Overall,
our results validate the effectiveness of considering additional inductive bias given by (/) the intrin-
sic geometry of the mass-inertia matrix, and (2) multi-step integration when training LNNs. These
results are further validated on a second dataset in App.

5.2 LEARNING REDUCED-ORDER LAGRANGIAN DYNAMICS

Next, we learn reduced-order dynamics of several simulated high-dimensional physical systems.
Due to the limited performance improvements and increased computational complexity of the SPD
layers, we only evaluate SPD networks M (q; 01) = (gexp © gr)(q) with Lt,sn, = 0.
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Figure 2: 2-DoF pendulum: Left: Median acceleration prediction error for different LNNs and
training set sizes Dyin over 10 test trajectories. Shaded regions represent first and third quartiles.
Middle, right: Relative error of numerically-integrated position and velocity predictions with respect
to the ground-truth trajectory over a prediction horizon Hi.s = 2000.
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Figure 3: 16-DoF pendulum: Comparisons of the position and velocity predictions from the
RO-LNNs trained on acceleration (—) and via multi-step integration (—) with the ground truth
(—). The corresponding AE reconstructions (----) and (----) are depicted for completeness. The
model is updated with a new initial condition (qo, go)" every 0.025s (Hiess = 25).

5.2.1 COUPLED PENDULUM (16 DOFS)

As a first ROM example, we consider a 16-DoF pendulum. We ensure that the dynamics are re-
ducible by constraining the motion of the last 12-DoF as nonlinear combinations of the first 4-DoF.
As such, the high-dimensional pendulum is reducible to 4 latent dimensions.

Learning High-Dimensional Dynamics. We model the high-dimensional dynamics with our
RO-LNN. The parameters of the structure-preserving AE and latent geometric LNN are jointly
trained via Riemannian optimization. We set the latent space dimension to d = 4 and the exponen-
tial map basepoint to I (see App. for implementation details). We consider models trained on
acceleration data via @), and with multi-step integration using (]EI) with Hy,in = 8. Fig. |§| shows
the AE reconstruction and RO-LNN predictions (Hs = 25) for selected DoFs of a test trajectory.
Average testing errors for different Hey are reported in App.[G.2.I] We observe that the RO-LNN
trained with multi-step integration consistently outperforms the RO-LNN trained on accelerations,
validating the importance of considering successive states during training. Moreover, we compare
our RO-LNN with full-order LNNs that directly learn high-dimensional dynamic parameters. As
shown in Table[T} even the best-performing FOM produces prediction errors that are orders of mag-
nitude higher than the RO-LNN errors. Such erroneous acceleration predictions did not allow us to
obtain stable velocity and position predictions. We also compare our models with the Lagrangian
operator inference (L-Oplnf) (Sharma & Kramer, 2024), and a variant of L-Oplnf that uses the same
linear projection method with a latent LNN for parameter identification (Sharma et al.l 2024). For
fair comparisons, we replace the latent network used in (Sharma et al., 2024) by a geometric LNN
trained with multi-step integration (see App.[F2.2). L-Oplnf shows significantly higher errors than
the RO-LNNs. While L-Oplnf with LNN reaches lower errors, they still remain higher than for the
similarly-trained RO-LNN (ODE), thus showcasing the limitations of linear subspaces.

Joint training. It is important to emphasize that the quality of the AE-reconstructed states is crucial
for learning accurate dynamics. If the ROM cannot effectively capture the solution space of the

Table 1: Comparison of mean and standard deviation of prediction errors over 10 test trajectories.

LNN L-OplInf L-Oplnf (LNN, ODE) RO-LNN (acc) RO-LNN (ODE)
g — dll/lldll  (1.97 & 1.49) x 102 — — (5.87 £4.74) x 1071 (3.53 £2.17) x 10~ !
lla> —dll/l4ll — — — (1.33+£0.79) x 10°  (3.24 +3.43) x 10~!
ll@ — all/llqll — (1.31 £0.85) x 10! (2.45+£0.96) x 107! (3.07 £ 1.86) x 10~!  (9.39 £ 3.16) x 10~3
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axis in the left three plots, which is at least an order of magnitude higher.
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Figure 5: Predicted rope position (—) and ground truth (—) at selected timesteps for a prediction
horizon He = 25. The grey circle depicts the circular trajectory of the end of the rope.

FOM, the learned dynamics may systematically deviate from the ground truth. Here, we analyze the
influence of the AE on the overall performance of our RO-LNN. Specifically, we compare our model
with the joint training process with (/) a ROM which sequentially trains the independent constrained
AE and latent LNN, and (2) a jointly-trained ROM that employs the overparametrization of (Otto
et al) [2023), and thus overlooks the geometry of the biorthogonal AE weights. All models are
trained with d = 4 via multi-step integration with Hy,i, = 8 and At = 107 3s.

Fig. ] shows AE reconstruction errors (position and velocity) along with the high-dimensional and
latent prediction errors averaged over 10 testing trajectories. We observe that the jointly-trained
models outperform the sequentially-trained one. Although the latter learns accurate dynamics in the
latent space, the reconstructed high-dimensional dynamics result in significantly higher prediction
errors (see the right y-scale). Moreover, the overparametrized model leads to higher errors in all loss
components compared to the RO-LNN trained on the biorthogonal manifold. The overparametrized
AE is also noticeably harder to train jointly with the latent LNN: In our experiments, 4 out of 6
trainings led to nan-values. Altogether, our results suggest that considering the intrinsic geometry
of the biorthogonal manifold enhances the performance and stability of the parameter optimization
(see App.[G.2.2for further comparisons).

5.2.2 ROPE (192 DOFs)

Next, we consider high-dimensional deformable systems and learn the dynamics of a 192-
dimensional rope. Trajectories are generated by tracing a circle with one end while keeping the
other fixed. We train our RO-LNN with d = 10 via multi-step integration (see App. [F.3]for details
on the data and implementation). Fig[5] shows the predicted rope configurations for a horizon of
0.025s (Hwest = 25). Our model accurately predicts the high-dimensional dynamics of the rope
(see also the predictions for selected DoFs in App.[G.3). Notice that our attempts to train a full-
order LNN were hindered by the high dimensionality of the system. Similarly, our attempts to train
L-Oplnf did not result in any stable solution, thus substantiating the limitations of linear methods.

Latent space dimension. Selecting an appropriate latent dimension is an important consideration
for MOR. Here, we study the influence of the latent dimension on the performance of our RO-LNN.
Table [2] reports average reconstruction and prediction errors of RO-LNNs with latent dimensions
d = {4,6,10,14} on 10 testing trajectories. We observe that errors initially decrease as the latent
dimension increases, suggesting that higher-dimensional latent spaces better capture the original
high-dimensional dynamics. However, the errors increase beyond a certain latent dimension, indi-
cating that the latent LNN becomes harder to train. In other words, the choice of latent dimension
trades off between latent space expressivity and the limitations of LNNs in higher dimensions.
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Table 2: Rope reconstruction errors and prediction loss components from for RO-LNNS.

d llg —ql? lq — gl LLNN (NN d

4 2.95x 1072 £3.24 x 1072 4.63 x 1072 £ 7.69 x 1072 5.0672 +8.23 x 1072 3.00 x 1073 £ 1.34 x 1072
6 819 x 1073+ 9.11 x 103 1.52 x 1072 £2.92 x 1072 2.40 x 1072 +£4.57 x 1072 1.81 x 1073 £ 5.69 x 103
10 4.75x10734£5.73x 1072 6.53 x 1073 4+£1.62 x 1072 1.43 x 1072 £3.45 x 102 2.87 x 1073 £8.92 x 1073
14 6.16 x 1072+ 6.52 x 10~2 5.66 x 1072 4 8.48 x 1072 9.22 x 1071 +1.19 x 10~ 5.06 x 1072 4+ 1.08 x 10~!

t=0.00s t=0.05s t=0.10s t=0.15s t=0.20s t=0.25s

ground truth
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full-horizon

Figure 6: Predicted cloth configuration at selected times for 25-steps and 2500-steps horizons.

5.2.3 CLOTH (600 DOFS)

As a final example, we learn the dynamics of an even higher-dimensional deformable system: A
simulated 600-DoF thin cloth falling onto a sphere. We generate different trajectories by randomly
varying the sphere radius, which lead to different actuations applied to the deformable structure.
We train our RO-LNN with d = 10 via multi-step integration on a set of |Dy,in| = 8000 samples
(see App. [F4] for details on data and implementation). Fig. [6}middle depicts the predicted cloth
configurations for a horizon of 0.0025 s (Hs = 25), showing that our model accurately predicts the
cloth high-dimensional dynamics (see also the predictions for selected DoFs and errors in App.[G.4).

Full-horizon predictions. We evaluate the prediction quality of our model over a longer time hori-
zon. Namely, given an initial state (qo, o), we use our model to predict the motion of the cloth
for Hes = 2500 timesteps. Fig. [6}bortom shows the cloth configurations predicted over the full
horizon (see App. [G.4]for predictions of selected DoFs and energy). Our model accurately predicts
the cloth high-dimensional dynamics over the full horizon, suggesting that it successfully learned
the constraints and actuation effects of the cloth falling on a sphere.

6 DISCUSSION

This paper proposed a novel geometric network architecture for learning the dynamics of high-
dimensional Lagrangian systems. By leveraging geometry and physics as inductive bias, our model
is physically-consistent and conserves the reduced energy, infers interpretable reduced dynamic pa-
rameters, and effectively learns reduced-order dynamics that accurately describe the behavior of
high-dimensional rigid and deformable systems. It is worth emphasizing the ubiquitous role of ge-
ometry in our model. First, considering the geometry of Lagrangian systems allows us to define
nonlinear embeddings that ensure the preservation of the energy along solution trajectories and the
interpretability of the model. Second, considering the geometry of full-order LNNs, latent LNNss,
and AE parameters during their (joint) optimization leads to increased performance, especially at
low-data regimes, in addition to guaranteeing that they belong to the manifold of interest.

It is important to note that the prediction quality can only be as good as the AE reconstruction. In
other words, if the ROM cannot effectively capture the FOM solution space, the learned dynamics
will systematically deviate from the ground truth. In this sense, the selection of the latent dimension
is crucial, but non-trivial due to the unknown degree of coupling in the FOM. In future work, we
plan to extend our approach to applications beyond system identification. In particular, we will work
on the design control strategy based on the learned reduced dynamics for robotic manipulation of
deformable objects and dynamic control of soft robots.
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A RIEMANNIAN MANIFOLDS

A.1 THE MANIFOLD OF SPD MATRICES

In this section, we provide a brief overview on the Riemannian manifold of symmetric positive-
definite (SPD) matrices. The set of SPD matrices is defined as S, = {¥ € Sym" | 3 - 0} with
Sym™ denotes the set of symmetric R™*™ matrices. The set ST, forms a smooth manifold of di-
mension dim(S7, ) = %, which can be represented as the interior of a convex cone embedded
in Sym". The tangent space TxS7, at any point X € ST is identified with the symmetric space
Sym"™ with origin at .

The SPD manifold can be endowed with various Riemannian metrics. In this paper, we consider
the affine-invariant metric (Pennec et al.,[2006)), which is widely used due to its excellent theoretical
properties. The affine-invariant metric defines the inner product g : TsS?, x TsST?, — R given,
for two matrices T, Ty € TxS7,, as

(T, Th)y = w(S TR TS 2). (15)

The affine-invariant metric defines the following geodesic distance
d(A, 2) = || log(STFAX™H)|r. (16)

To map back and forth between the Euclidean tangent space and the manifold, we employ the cor-
responding exponential and logarithmic maps Expy, : 7S}, — SV, and Logy, : ST, — T=S7,.
The exponential and logarithmic maps are then computed in closed form as

A =Exps(S) = Z? exp(T 2 S8 7)%3, (17)
S = Logs;(A) = X2 log(S 2 AX"2)%7, (18)

where exp(-) and log(-) denote the matrix exponential and logarithm functions. The parallel trans-
port PTs ;A : TsST?, — TaST, allowing us to move elements between different tangent spaces
is defined as _

T =PTs a(T) = Az A T A5 4, (19)

with Ax,,o = A2X~3. The exponential map, logarithmic map, and parallel transport are key

operations for optimizing parameters on the SPD manifold in Sections [3]and 4]

A.2 THE BIORTHOGONAL MANIFOLD

Pairs of matrices matrices &, ¥ € R™*4 with n > d > 1 that fullfil ®T® = I form the smooth
manifold B, 4 = {(®, ¥) € R"*4x R"*¢| ¥TP = I,} (Otto et al.,2023). The biorthogonal man-

ifold B,, 4 is an embedded submanifold of the Euclidean product space R"*¢ x R™*? of dimension
dim (B,, 4) = 2nd — d*. The tangent space at a point (®, ¥) € B, 4 is given by

T@w)Bna={(V,W) e R xR™ : WT&+ ¥V =0}. (20)

Vector can be projected from the embedding space onto the tangent space via the projection opera-
tion Proj ¢ ) R7¥d x R™X4 T(®,%)Bn.d is given by

Projg ¢y (X,Y) = (X —PAY - ®AT), (21)
where A is the solution of the Sylvester equation A(®T®) + (P ¥V)A=Y"® + UTX.

Riemannian operations on the biorthogonal manifold are generally difficult to obtain. Therefore, we
leverage a retraction Rg w) : 7(®,%)Bn,a — Bn,q as first-order approximation for the exponential
map. The retraction is formulated as

Ria.e) (V.W) = (@+V) [+ W)@+ V)] w+W). 22)

A first-order approximation of the parallel transport operation on the biorthogonal manifold
PT (&, w,)—(®:,%) * T(@,,9)Bn.d = T(@,,w,)Bn,a is then defined via the successive applica-
tion of the retraction and projection as PT (g, @) (®,,¥,) = Proj(%’%) oR(a, w,)-
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B DRAWBACKS OF THE CHOLESKY DECOMPOSITION IN LNNS

The Cholesky decomposition M = LLT with lower-triangular matrix L € R™*" is commonly-
employed to parametrize symmetric positive-definite matrices M € ST . For instance, DeLaN |Lut-
ter et al.| (2019); Lutter & Peters| (2023) enforces the symmetric positive-definiteness of the mass-
inertia matrix M by inferring the lower-triangular matrix via a Cholesky network L(q;6r) and
reconstructing the mass-inertia matrix as M = LLT. While inferring L guarantees the symmetric
positive-definiteness of M, this method defines the distances between two SPD matrices based on
the Euclidean distance between their Cholesky decompositions, therefore neglecting the curvature of
Sﬁ .. This choice of distance suffers from the problematic swelling effect (Feragen & Fuster, 2017}
Lin| 2019), where the volume of the SPD matrices grows significantly while interpolating between
two SPD matrices of identical volumes. Solutions inferred via a Cholesky decomposition will suffer
from this swelling effect and lead to inaccurate predictions of the dynamics. These undesired effect
can be avoided by directly inferring the mass-inertia matrix M in the SPD manifold ST, equipped
with the affine-invariant metric (Pennec et al.l 2006). To do so, we parametrize the mass-inertia
matrix with a SPD network M (q; 07 ), as explained in Section 3.1} and by optimizing its parameters
using Riemannian optimization methods, as explained in Section

C LAYER TYPES IN SPD-NETWORKS

Here, we briefly introduce the different layers used in the SPD networks of Section

Euclidean Layers. Our SPD network leverages classical fully-connected layers to model functions
that return elements on the tangent space of a manifold. The output of the [-th Euclidean layer a(*)
is given by

2V = o(A;z"Y + b)), (23)
with A; € R™*™-1 and b; € R™® the weight matrix and bias of the layer /, and ¢ a nonlinear
activation function of choice.

Exponential Map Layers. In the case of SPD manifolds, the exponential map layer is used to map
layer inputs X !~ € Sym™ from the tangent space to the manifold. The layer output is given by

XY =Expp(X“Y), (24)

with P € ST, denoting the basepoint of the considered tangent space. One option is to define P
as equal to the identity matrix I. In that case, the layer input is assumed to lie in the tangent space
at the origin of the cone. As the tangent spaces only give a local approximation to the manifold’s
curvature, the basepoint can instead be learned as a network parameter P € Oy sn, to potentially

increase expressivity.

Gyrocalculus-based FC SPD Layers (GyroAl). Together with gyrocalculus formulations for the
SPD manifold, Lopez et al.|(2021) and [Nguyen|(2022) presented a version of fully connected layers
for SPD data. With @ as addition and ® as scaling operations for SPD gyrovectors,

x0 = (Al ® X(“l)) @ By, 25)

defines the I-th gyrolayer output X () ¢ &7, for the input X (=1 ¢ S, . Here, the gyrovector
operations correspond to A ® X = exp(A x log(X)) with x denoting pointwise multiplication and

X @ B = X2BX?%. Matrices Ay, B, € 87, are part of the network parameters O, ST,

Gyrospace hyperplane-based FC SPD Layers (GyroSpd, . ). Inspired by their equivalent in hy-
perbolic spaces (Shimizu et al.| [2021), another version of a gyrocalculus-based FC layer for SPD
networks was proposed by [Nguyen et al.| (2024). Here, the classic combination of matrix product
with a weight and addition of a bias is treated as hyperplane equation. Therefore, these fully-
connected layers compute the distance to a hyperplane that is located in the origin of the manifold
from a specific point V/, that is obtained from the layer input X ‘-1 ¢ &7, via the gyrocalculus
formulation of the hyperplane equation

V(XY =(eB e XY 4A), (26)
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that is parametrized by the network parameters A;, B; € S}, . The additive inverse © fulfills
©X = X ! The final layer output is given by

XU = exp((XY) % I,), 27)
where I,(; j) = % fori # jand I,(; j) = 1 fori = j.

ReEig Nonlinearities. The ReEig layers were first introduced by Huang & Gool|(2017), and were
extended to a more general context in Nguyen| (2022). Even though ST, already classifies as non-
linear space, this type of layer adds the option of adding further nonlinearities to the network. The
layer output is defined as

X0 = aspd(X(lfl)) = Udiag(max (eI, V))U T, (28)

with eigenvalue decomposition of X ‘=1 = Udiag(V)UT. The constant € acts as rectification
threshold to avoid smaller eigenvalues and hereby regularize the output. Under the affine-invariant
distance, this nonlinearity layer is analogous to a ReLu nonlinearity in the Euclidean network layers.

D CONSTRAINED AE: IMPLEMENTATION DETAILS

The constrained AE is implemented following (Otto et al.,2023). To guarantee the projection prop-
erties, the nonlinear activation functions employed in the encoder and decoder network o_ and o
must satisfy o_ o o = id. To do so, they are defined by

_ bay V2 1 2x; V2
o+(z5) = a ' asin(a) + a <sin(a) cos(w) cos(a)> + 2a, (29)
with
a = csc?(a) —sec?(a),
{b = csc?(a) + sec?(a). (30)

The activations then resemble smooth, rotation-symmetric versions of the common leaky ReLu ac-
tivations. The parameter 0 < o < 7 sets the slope of the activation functions. Throughout our

experiments, we set o = %.

For each layer [, the weight matrices are given by the pair (®;, ¥;) € B,, »,_, (see App. .
In the proposed RO-LNN, we train these weights via Riemannain optimization on the biorthogonal
manifold, analogous to the Riemannian optimization on the SPD manifold presented in Section[3.2]
Notice that the optimization of the AE parameters 2= {®,, ¥;, b, } lel takes place on a product of
Euclidean and biorthogonal manifolds.

When learning dynamic latent space for Lagrangian MOR, the AE should learn the lifted embedding
(8) and corresponding reduction maps. Therefore, the outputs of the encoder and decoder networks
are differentiated with respect to their inputs. In our implementation, we take layerwise analytical
derivatives and obtain the full differentials via the chain rule. A second derivative of the encoder
and decoder networks enables training on acceleration data. Full-dimensional acceleration data is
encoded via the reduction map pg as g = dpglqd + deQ‘(q’q')q, and latent accelerations are
reconstructed via the embedding ¢o as g = dg09|qé + d2gog|( g, é)é. This requires the expensive
computation of second-order derivatives, but is nevertheless part of our experiments.

Given a dataset of T" observations {q;, g;, di}?zl, the AE is trained on a loss

N
1 - . =
feae = N Z 1G: — q@ill® + lgi — 4sl1* + ll@s — dill®, 31
i=1

of position reconstructions g, velocity reconstructions (}, and acceleration reconstruction c} If the
velocity or acceleration encodings are not relevant, the respective terms can simply be removed.

We compare the performance of the constrained AE trained via Riemannian optimization with the
training scheme introduced in (Otto et al., 2023)), where the biorthogonality of weights is achieved
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Figure 7: Flowchart of the forward dynamics of the proposed reduced-order LNN trained on ac-
celeration via (I2). The reduction mappings and embeddings of the Lagrangian ROM are depicted
in blue and parametrized via a constrained AE with biorthogonal layers. The ROM dynamics are
learned via a latent geometric LNN depicted in orange. The mass-inertia matrix is parametrized via
the SPD network described in Section

via the introduction of additional penalty losses. In this case, the overall loss only reaches a min-
imum value if the overparametrized weight matrices actually fulfill the biorthogonality conditions
for each layer [. The overparametrized constrained AE loss is given by

L
Cenrop = lear + benree Wit Lear s = 3 B [F + 12477 + 272 — T|F[| (272,

1=1 )
with the loss /cag, reg regularizing the biorthogonality of the AE weights. Note that this over-
parametrization does not guarantee the biorthogonality condition, in contrast to the Riemannian
approach. In practice, the additional regularization loss £cAg, rc; required an additional learning rate,
resulting in more possible combinations of hyperparameters.

E TRAINING ON ACCELERATION

Fig. [/|illustrates the complete forward dynamics of the proposed RO-LNN trained on acceleration
by minimizing the loss (12).

F ADDITIONAL EXPERIMENTAL DETAILS

This section presents additional details on the experimental setup of Section[5] Position and velocity
predictions are obtained via Euler forward integration.

F.1 2-DoOF PENDULUM OF SECTION[5.1].
F.1.1 SIMULATION AND DATA GENERATION

For this experiment, we use a 2-DoF pendulum implemented in MUJOCO (Todorov et al., [2012).
The pendulum is connected via hinge joints. Both links 7 are modeled as cylinders of radius r; =
0.025m, length /; = 0.4m, and mass m; = 0.1 kg. The simulated environment is entirely free of
dissipative effects. We generate two different datasets Dpena = {{@n, ks Gn. k> Gn k> Tok i 1
consisting of N trajectories with K samples per trajectory. The state evolution is simulated in
MuJjoco with an RK4-solver with timestep At = 1073 s over a time interval Z = [0, T's.

Dataset 1: Unactuated pendulum. The initial configurations are randomly sampled from the in-
terval ¢;(t = 0) € [0,30] ° for each DoF ¢ = {1,2}. The initial velocities are set to ¢(¢ = 0) = 0.
Each trajectory is recorded for 7' = 2s. All models presented in Section in the main text are
trained on this dataset.

Dataset 2: Sine-Tracking pendulum. Each joint is controlled to follow a reference trajectory
via an inverse dynamics torque control law. The reference trajectories are set to follow sinusoidal
shapes as grr; = A;sin(2nfit + ¢), with ¢; = arcsin (qu), gi0 € 10,30]°, A; € [1,30]°,
fi € [f£,1]s7 and i = {1,2}. @rer,; and Grer,; are obtained as first and second derivatives of
Gref,; With respect to time. Initial positions and velocity are set to match the reference trajectories as
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qi(t = 0) = Grers(t = 0) and ¢;(t = 0) = drer,i(t = 0) Each trajectory is recorded for T' = 3.5s.
Results of models trained on this datasets are presented in App.

F.1.2 ARCHITECTURES & TRAINING

Geometric LNN architecture. For all models, the potential energy network V' (q;8y) consists
of Ly = 2 hidden Euclidean SoftPlus layers of 64 neurons. The kinetic energy of all models is
parametrized via the mass-inertia matrix of the system. We consider several architectures for the
mass-inertia matrix network M (g; @t), which differ in their components ggr, gexp, and gsn, as
follows:

* gr: The Euclidean component consists of Lt r Euclidean layers on the tangent space of
the SPD manifold with SoftPlus activations and 64 neurons per layer.

* gexp: The basepoint P € ST, is either set as the origin I, or learned as a network parameter
Py € S:L_

* gsy.: The SPD component consists of LT75i+ hidden SPD layers. We consider two dif-
ferent FC SPD layers, namely GyroAl (23), and GyroSpd, . (26). Both FC layers can be
augmented with a ReEig nonlinearity (28). The regularization constant € of the nonlinear-
ity is uniformly set as ¢ = 1 x 10~%. Note that for the SPD layers, the common notion
of number of neurons per layer or layer width is not directly applicable. As the layers act
as a transformation S, — S%, via network parameters HT,SL, they can be interpreted
as carrying a single transformation per layer, or as transformations of manifold dimension

dim(87,) = ™)

Baseline LNN architectures. We compare the proposed geometric LNN against DelL.aN, which
parametrizes the mass-inertia matrix via a Cholesky network. We consider two variants here: (/)
The kinetic and potential energy networks are independent as in (Lutter & Peters| 2023)). Both
networks consist of 2 Euclidean SoftPlus layers of 64 neurons. Hereby, the potential energy network
is fully equivalent to the ones employed in the geometric LNN. The kinetic energy network returns
a Cholesky decomposition L(q) of the mass-inertia matrix M (q); (2) The kinetic and potential
energy networks share parameters, i.e., @t N @y as in (Lutter et al., [2019). The MLP consists of
2 hidden Euclidean SoftPlus layers of 64 neurons, and separate output layers return the potential
energy and the Cholesky decomposition.

Training on Acceleration Data. Each training dataset Dy, consist of randomly-sampled data
from 30 trajectories from one of the datasets presented in Section[F.1.1] The models are trained by
minimizing the LNN loss (6)) for 3000 epochs with architecture-specific learning rates. If not further
specified, both gr and gsn, consist of each 2 layers.

Training on multi-step Integration. For these experiments, we randomly sample
recordings ¢ form 30 trajectories, which then form the training dataset Dy, =

{{ ot HAL [y ayto. it HAL {T}t0=i+HAt}. Note that this training dataset depends on the ODE

to,i to,i to,i
solver’s timestep At and desired prediction horizon H. The models are trained by minimizing the
loss

ti4jAt

binn = HNZZ/ Gp.i(ti.g) = @i(ti)|I® + 1dp,itig) — Giti ) + v 1615 (33)

=1 j=1

for 1500 epochs with architecture-specific learning rates. Notice that the loss (33) is the equivalent
of (T4) for FOMs. In this category, the featured kinetic energy networks all consist of 2 hidden
layers, and the exponential map layer is implemented with respect to I.

Long-term prediction Experiments. In those experiments, we use both models trained on ac-
celeration data and with multi-step integration. In both scenario, the training datasets contain
| Dypain| = 8000 samples and are trained for 2000 epochs.
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Table 3: Nonlinear combinations for DoFs 5 to 16 of the coupled pendulum.

DoF | f(q1, 62,03, q4)
g5 q3 — cos(qz)
6 q1 + 0.1sin(gz)
qr qa cos(gz)
qs Qo+ ¢
Q9 1.5sin(g2)
410 —q4q0
q11 Sin(Ql)
q12 0.4¢3q4
qi3 | —0.9¢1 — g2 + q3 — 2¢3
q14 —3sin(g3)
q15 *2(]3%
q16 —0.9¢%

F.2  COUPLED PENDULUM (16 DOFS) OF SECTION[5.2.1]
F.2.1 SIMULATION AND DATA GENERATION

In this experiment, we consider a 16-DoF coupled pendulum. The pendulum is connected via hinge
joints. All links ¢ are modeled as capsules of radius r; = 0.05 m, cylinder length /; = 0.5 m, and
mass m; = lkg. The simulated environment is entirely free of dissipative effects. We generate
a dataset Dpendic = {{@n,ks Gn ks Gn ks Tnk ooy tA—1 consisting of N trajectories with K samples
per trajectory. The first 4-DoF are simulated in MUJOCO (Todorov et al., 2012) with an RK4-solver
with timestep At = 1073 s over a time interval Z = [0, 3]s, while the last 12 DoFs are constrained
to nonlinear combinations of the first 4, as described in Table E} The initial configurations of the
first 4 DoFs are randomly sampled from the interval ¢;(t = 0) € [0, 30] °. The initial velocities are
g(t=0)=0.

F.2.2 ARCHITECTURES & TRAINING

Our RO-LNN is composed of a constrained AE and a latent geometric LNN. We consider a latent
space of dimension d = ny = 4 to match the known underlying dimension of the high-dimensional
pendulum dynamics. The constrained AE is implemented with 4 biorthogonal encoder and decoder
layers p(Ql) : R™ — R™-1t and W(é) : R™-1 — R™ of sizes n; = [8, 16,16, 16]. For the latent
geometric LNN, both the potential and kinetic energy network consist of 2 hidden Euclidean layers
of 64 neurons. The kinetic energy network employs an exponential map layer with basepoint Exp;.

We consider two versions of the RO-LNN. The first model is trained on acceleration data by mini-
mizing loss (IZ). The second model is trained with multi-step integration by minimizing (I4). We
consider Hy,i, = 8 latent integration steps and an integration time constant of 10~3s. The losses
are optimized using Riemannian Adam. For the first model, we use a learning rate of 5 x 10~2 for
the AE parameters Z, 1 x 10~° for the LNN parameters 6, and a regularization v = 1 x 1075, For
the second model, the learning rate for the parameters of the LNN is 2 x 10~% with v = 2 x 1072,
Both models are trained until convergence, i.e., for 4000 and 3000 epochs, respectively.

We compare our RO-LNN with (/) a full-order geometric LNNs, (2) L-Oplnf (Sharma & Kramer,
2024])), and (3) L-Opinf with a latent LNN, as described in (Sharma et al., |2024). For the full-
order geometric LNNs, we only report results of the best-performing FOM out of 10 models. The
kinetic energy network consists of Lt g = 2 Euclidean hidden SoftPlus layers with 128 neurons, an
exponential map layer with basepoint P = I, and no SPD layers, i.e., LT,SL = 0. The potential
energy network is likewise composed of 2 Euclidean SoftPlus layers of 128 neurons. The full-order
LNN was trained for 3000 epochs. The learning rate for the LNN parameters  is set to 1 x 1075,
andy =1 x 1075,

For L-Oplnf (Sharma & Kramer, [2024), we consider a projection onto a 4-dimensional linear sub-
space, as for our RO-LNN. We implemented L-Oplnf in Python and solved the optimization problem
leading to the reduced equations of motion with CVXPY. As described in (Sharma & Kramer,|2024)),
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we set the low-dimensional mass-inertia matrix as a constant identity matrix, i.e., M = I;. In our
experiments, we optimize for 15000 samples of ground-truth position data.

For L-OplInf with latent LNN (Sharma et al., 2024), we considered the same projection to a 4-
dimensional linear subspace as for the L-Oplnf baseline. For fair comparisons, we enhance the
latent LNN compared to that used in (Sharma et al.l [2024)). In our experiment, the latent dynamic
parameters are learned by a geometric LNN trained via the multi-step integration loss (T4)), for which
we use the same hyperparameters as for the RO-LNN trained with the same loss. Note that, for both
versions of L-Oplnf, the model is fed with ground truth data every His = 25 steps to maintain
consistency in comparison with the RO-LNN. We used the same Euler forward integration scheme
as with our other models.

When investigating joint training in Section the previously-described RO-LNN trained with
multi-step integration is compared to (/) a version trained via the overparametrization of biorthogo-
nal weights, and (2) a model that was trained separately, by sequentially training the AE and latent
LNN. The overparametrized model uses the overparametrized loss (32)), with £cag, ree multplied by a
weighting constant 1 x 10~°. For the sequentially-trained model, the first 3000 epochs were trained
using only the AE components {5 of the loss (T4). For the consecutive 3000 epochs, only the LNN
components ¢ ny were active of (T4). All models were trained on |Dyin| = 24000 samples, which
were randomly sampled from 20 trajectories. The testing dataset consists of 10 trajectories.

F.3 ROPE (192 DOFS) OF SECTION
F.3.1 SIMULATION AND DATA GENERATION

The rope is implemented in MUJOCO via an elastic cable. Over a total length of 1 m, the rope
consists of ¢ = 64 equally-spaced capsule-shaped masses of m; = 0.1 kg and r; = 0.02 m. Twisting
and bending stiffness are set to 5 x 10° Pa, and the damping value of the joints is set to 0.1. As
the masses are connected via ball joints, the rope can move in all directions of the workspace. For
training and testing, we generate the datasets Drope = {{Qn.k, Gn ks Tn, k}le}ﬁ[:l consisting of N
trajectories with K samples per trajectory. The generalized coordinates of the system are chosen
to be the Cartesian positions ¢; = [x;, ¥, 2;] of each mass’s center of mass in the world frame. To
generate trajectories, we consider a scenario where one end of the rope is fixed to the origin and
the other end is controlled to move along a circular trajectory of radius . This mimicks a handheld
manipulation task.

For each reference trajectory, a radius r; is sampled randomly from r; € [0.05,0.4] m. To achieve
non-planar motions, the circles are tilted by a random angle 6 € [—90, 90] °. The end of the rope is
set to track such a reference at an angular velocity 120 ° s~* via a PD control. The state evolution is
simulated with an RK4-solver with timestep At = 10~2 s over a time interval Z = [0, 3.8]s.

F.3.2 ARCHITECTURES & TRAINING

For our experiments on the rope, we consider four RO-LNNs that only differ from one another in
the dimensions of the latent space. Each network is composed of a constrained AE and a latent ge-
ometric LNN. The constrained AE is implemented with 4 biorthogonal encoder and decoder layers
p(Ql) : R™ — R™-1 and ga(Ql) : R™-1 — R™ of sizes n; = [64, 64,128, 192]. We consider latent
spaces of dimension d = {4, 6,10, 14}. In all scenarios, the kinetic energy network of the latent
geometric LNN consists of 2 hidden Euclidean layers of 64 neurons with SoftPlus activations, and
an exponential map layer Expy. The potential energy network also consists of 2 hidden Euclidean
layers of 64 neurons with SoftPlus activations.

All models are trained on Hy,;, = 8 integration steps by minimizing the loss (T4)) with Riemannian
Adam (Becigneul & Ganea, 2019). All models are trained with a learning rate of 8 x 10~2 for the
AE parameters Z, 1 x 10~° for the LNN parameters 8, with a regularization v = 1 x 1076, All
models are trained until convergence for 3000 epochs on 24000 samples of training data, sampled
randomly from 20 different trajectories. For the testing dataset, we record 10 full trajectories.
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F.4 CLOTH (600 DOFS) OF SECTION
F.4.1 SIMULATION AND DATA GENERATION

The deformable thin cloth is modelled in MUJOCO as a flexible composite object with 200 masses
of m; = 0.1kg equally spaced over a width of 0.1 m and length of 0.2m. For this model, the
generalized coordinates are given by the Cartesian positions ¢; = [z;, ¥;, z;] of each masses’ center
of mass in the world frame.

For training and testing, we generate datasets Deioth = {{Gn K, Gn k> Tnk } 1oy th—q consisting of
N = 20 trajectories during training, and N = 10 trajectories during testing. The state evolution
is simulated with an RK4-solver with timestep At = 10~*s over a time interval Z = [0,0.25]s,
resulting in K = 2500 samples. The trajectories contain recordings of the cloth falling on a sphere
from a height of 0.13 m in the center above the origin of the sphere. To vary scenarios, the radius of
the sphere is randomly-sampled from r € [0.02,0.12] m.

F.4.2 ARCHITECTURES & TRAINING

The RO-LNN is composed of a constrained AE with layer sizes n; = [32,64,128,600] for the

Il =1,...,4 encoder and decoder layers p(Ql) : R™ — R™-1 and w(Ql) : R™-1 — R™_ and a latent
space dimension ng = 10. The kinetic energy network of the latent geometric LNN consists of
2 hidden Euclidean layers of 64 neurons with SoftPlus activations, and an exponential map layer
Exp;. The potential energy network also consists of 2 hidden Euclidean layers of 64 neurons with
SoftPlus activations.

The featured model is trained on Hy,;, = 8 integration steps via the loss optimized using
Riemannian Adam with a learning rate of 5 x 10~2 for the AE parameters =, and 2 x 10~* for the
LNN parameters 6, and a regularization v = 2 x 10~°. THe model is trained for 3000 epochs.

G ADDITIONAL EXPERIMENTAL RESULTS

G.1 LEARNING LAGRANGIAN DYNAMICS WITH GEOMETRIC LNNS

This section presents additional results on learning the dynamics of a 2-DoF pendulum with the
geometric LNN presented in Section 3]

G.1.1 ADDITIONAL RESULTS ON THE EXPERIMENT OF SECTION[3.1]

Trajectory prediction. Fig.[§]complements Fig.[2}middle, right by depicting the long-term position
and velocity predictions of the different geometric LNNs considered in Section 5.1} The velocity
predictions follow the same trend as the positions: The geometric LNNs outperform the DeLaNs,
the geometric LNNs trained via multi-step integration outperform those trained on acceleration data,
and the geometric LNNs with SPD layers do not noticeably outperform those employing solely
Euclidean and exponential map layers.

Energy conservation. Fig.[9]displays the total energy of the different LNNs of Figs. 2}{g along the
predicted trajectory. As the pendulum is unactuated, the energy levels — that can be learned up to
a constant — should be constant over the predicted trajectory. We observe that all LNNs approx-
imately conserve the total predicted energy £, with the DeLaNs showing the highest fluctuations.
Note that, since the predicted trajectories are based on Euler forward integration, we do not expect
the total energy of the system to be perfectly preserved.

G.1.2 SINE-TRACKING 2-DOF PENDULUM

We reproduce the experiment of Section [5.1] on a different dataset, namely on the sine-tracking
2-DoF pendulum dataset introduced in App.

Fig.[I0depicts the acceleration prediction errors for selected architectures. Similarly as for the un-
actuated dataset, the LNNs with Cholesky networks are outperformed by the geometric LNNs, and
even more so in the low-data regime. In contrast to the unactuated pendulum dataset, the geometric
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Figure 8: Numerically-integrated position and velocity predictions and ground truth trajectory (—)
for LNNs trained on the unactuated 2-DoF pendulum dataset.
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Figure 9: Total energy & (up to a constant) of different LNNs.

LNNs featuring SPD layers result in slightly lower acceleration errors. Fig. [T1] depict long-term
trajectory prediction obtained by integrating the state predictions given by the LNN. We observe
that training the LNNs with multi-step integration is crucial to obtain accurate trajectory prediction
for the sine-tracking dataset. Generally, the results on this second dataset are aligned with those pre-
sented in Section [5.1]and validate the effectiveness of considering the geometry of the mass-inertia
matrix and of training the models via multi-step integration when learning Lagrangian dynamics.

G.1.3 INFLUENCE OF SPD LAYERS

Next, we evaluate the influence of SPD layers within the kinetic energy network M (q; 0r) of the
geometric LNN. We consider the network architectures described in App. [F.1.2]and train the models
with acceleration data. We vary the type of SPD layers, as well as the number of hidden layers
Lt g, LT,Si+ of the Euclidean and SPD components of the kinetic energy network. Each model is
trained with two random seeds and tested over 10 unseen testing trajectories from the corresponding
dataset. We report the lower prediction error across the two trained models. The average accel-
eration prediction errors for the unactuated and sine-tracking datasets are given in Tables [4] and [3]
respectively.

Despite the increased performance of geometric LNNs over DeLaNs, the reported prediction errors
do not allow us to observe any clear influence of the choice of SPD layers, exponential map base-
points, or Euclidean and SPD layers depths across training dataset sizes. In particular, increasing
the depth of SPD layers does not seem to increase the expressivity of the overall SPD network.

We hypothesize that the limited improvements obtained by adding the GyroSpd, ,, GyroAl, and
ReEig layers in our SPD network may be due to practical issues related to the training of these
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Figure 10: Median acceleration prediction error for different LNNs and training set sizes Dirin
over 10 testing trajectories. The models were trained on the sine-tracking 2-DoF pendulum dataset.
Shaded regions represent first and third quartiles.
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Figure 11: Relative errors of numerically-integrated position and velocity predictions w.r.t. ground
truth trajectory over prediction horizon Hi.y for LNNSs trained on the sine-tracking 2-DoF pendulum
dataset.

layers. Specifically, the abundance of matrix exponentials and logarithms within the SPD layers
tends to cause numerical issues in the optimization procedure. These numerical instabilities also
prevent the convergence of several models, as indicated by nan values in Tables 4] and [5] Notice
that this mostly occurs for the SPD networks containing ReEig layers. Potential solutions include
implementing analytic layer derivatives to replace unstable autodiff computations, or endowing the
SPD manifold with a different Riemannian metric.

Due to the limited performance improvements and increased computational complexity (see
App. of the SPD layers), we consider SPD networks M (q; 61) = (gexp © gr)(q) composed
of Euclidean and exponential map components when learning reduced-order Lagrangian dynamics
in the experiments of Section[5.2]

Table 4: Mean and standard deviation of the acceleration prediction errors ||, — §|| for geometric
LNNs with different SPD network architectures trained on various training sizes on the unactuated
2-DoF pendulum dataset.

‘Dlrain‘
1000 2000 3000 5000 7000
Ltr =1, LT~51+ =3 | 595+5.69 5.22+£3.78 1.83 +£2.61 1.86 +2.98 0.92+1.31

GyroSpd, , PXPr | e =L =2 | 1574195 | 5154366 | 4434296 | 271322 | 152169
Expp, | e =L lrsy =3 | LT8=230 | AMSE2T0 | AA5E206 | 127147 | 175£2.32

| Lyp=Lrsy, =2 | 437£265 | 5344372 | 208+302 | 0.89+1.11 | 144+2.02

Bxp, | LT =L lsy, =3 | 466£299 | TT5£233 | LITE240 | 166+258 | 1104142

GyroSpd, , +ReEig Lrr = Lrsy, =2 4.66 £+ 2.81 1.72 £2.19 1.80 £ 2.52 1.78+2.21 | 0.84e £1.25
Lrr=1,Lrsr, =3 | 4.60+£2.87 4.58 £2.93 4.38 £2.85 1.43 £1.89 1.18 £1.93

E
PP | Lrg=Lrs; =2 | 1994223 | 178+238 | 179+252 | 1202177 | L14=131
Tor=1,Lrs; =3 | 231£233 | 728843 | 1.52F2.08 | 13221901 | LI3£1.48
ExXpr | e =2 | 177+ 2.34 1.99+2 1.30+2.1
GyroAl+ReEig TR =Lrsn, = T .3 nan .99 .70 nan .30 17
Expy, | Dre=Tlrsy, =3 2765249 | LTIE2%0 | 22105 | 12 E£166 | LOTE L4
Po| Lig=Lrsy, =2 nan 1.57 + 2.01 nan 1824248 | 4.22+260

23



Published as a conference paper at ICLR 2025

Table 5: Mean and standard deviation of the acceleration prediction errors ||G, — ¢|| for different
geometric LNNs with different SPD network architectures trained on various training sizes on the
sine-tracking 2-DoF pendulum dataset.

‘,Dlmml
1000 2000 3000 5000 7000
Exp, | Dte =1 lrsy =3 | 8.73E446 | 122442 | 395+ 443 | 337E351 | 205+ 241
GyroSpd, . T | Inzp=1Insy, =2 | 1094862 | 395450 | 3.89+£449 | 280266 | 218+229
Expp, | L% =L lrsy, =3 | 120136 | 358E458 | 3704459 | 373£395 nan
° | Inp=Lrsy, =2 | 17.04£21.7 | 3.4424.84 | 366440 | 275+£2.80 | 1494147
Expy | Lo# = Llnsy, =3 | L5945 [ATTE443 | AI55448 [ TLOETI6 | 5804523

GyroSpd, , +ReEig Lrr =Lrsy, = 2£ 13.5+ 15.55 4.05 +4.26 349:5 + 4.3? 5.78 £4.91 127 + 125
Lrr=1Lrsy, =3 | 429+4.53 4.55+4.47 413+443 | 1.88+1.74 | 3.34£3.65

E
P, Lrr = LT,SL =2 6.13 £4.61 3.90 +4.42 3.45 +4.81 2.95+ 3.17 2.64 + 2.82
Lrg=1,Lrsn. =3 | 6.39£5.73 | 400+£4.45 | 3.33+4.30 nan 6.74£5.59
Expy ’ "t ; o n 1a . =
GyroAI+ReEig Lyp=Lrsy, =2 9144+9.73 | 3.794+4.41 | 3.67+£4.60 | 236258 | 49.14582
Exp Lrg=1,Lrsy, =3 | 402£4.66 nan 411E£4.34 | 235£2.08 | 1.86 £2.13
Po | Lip= Lrsp, =2 3.99 & 4.66 nan 3.404+4.55 | 2.78+2.68 | 1.68+1.75

Table 6: Mean and standard deviation of the H. = 25-steps velocity prediction errors for a geo-
metric LNN trained via multi-step integration with different horizons Hy.,;, and datasets.

Dataset | Hiin = 1 Higin = 4 Hiin = 8 Higain = 12
Unactuated | 4.61 x 107 £6.83 x 107" 6.64 x 1072 +£1.73 x 107! 4.80x 1072 £ 1.17 x 107!  4.80 x 1072 £ 1.13 x 107!
Sine-tracking | 2.32 x 1072 4 4.07 x 1072 8.87 x 1071 +2.05 1.25 x 1072 £ 1.89 x 1072 1.36 x 1072 £2.22 x 1072

G.1.4 INFLUENCE OF MULTI-STEP INTEGRATION DURING TRAINING

We assess the influence of the number Hy,;, of steps considered when training our geometric LNNs.
The featured networks are trained as described in [F.1.2] For this experiment, the architectures are
as described for multi-step integration in section Table [6]reports the velocity prediction errors
averaged over 10 testing trajectories for models trained on different prediction horizons Hiyyi, for
each of the 2-DoF pendulum datasets. We generally notice a significant decrease in the average
error for geometric LNNs trained on longer horizons Hy.i,. Ultimately, we select Hy,i, by trading
off the increase in performance and the training time. The later is investigated next.

G.1.5 RUNTIMES

Table [7| shows the average training times of several LNNs trained on datasets of |Dy,in| = 1000
datapoints for 1000 epochs. The potential energy network and Euclidean part of the kinetic energy
network of all models consist of 2 hidden Euclidean layers of 64 neurons. For SPD layers, we
only consider GyroSpd, , +ReEig layers as they are the computationally most demanding SPD layer
combination. The featured model consists of Lt,s» = 2 of these layers.

Importantly, the well-performing geometric LNN with identity basepoint and Lt,s» = 0 trains
almost as fast as DeLaN with its Cholesky layers. Instead, integrating GyroSpd, , +ReEig layers
within the SPD network doubles the training time. Note that similar increases were observed for
other combinations of SPD layers. As expected, training the LNNs with multi-step integration
increases the training time. However, such training leads to increased data-efficiency and improved
long-term predictions.

During evaluation, running the well-performing LNN with 2 Euclidean layers and the Expy layer in
combination with numerical Euler integration over 25 steps, takes 0.01191 secs, which could enable
certain online applications.

Table 7: Training times of various LNNs in seconds.

DeLaN | Geometric LNN
Cholesky | Exp; | Expp, | Expp,, GyroSpd, . +ReEig | Expy, Hiain = 8
88 ] 92 | 121 | 189 | 105

24



Published as a conference paper at ICLR 2025

Table 8: Mean and standard deviations of the reconstructed and latent prediction errors for different
prediction horizons with RO-LNNs trained on acceleration and via multi-step integration.

Zj; lgo(t) — a(tp)l? LN > liNNd
H. —8§ acc 2.65 x 107 T+ 3.13 x 10T 1.95 x 107 £2.14 x 107 1.70 x 1073 £ 4.94 x 102
test ODE | 1.86 x 104 £2.57 x 10~* | 4.06 x 102 £ 8.70 x 102 9.22=44+3.76 x 102
Ho —95 acc 2.64x 107T+3.12 x 107 T 2.25 x 10V & 2.50 x 107 1.45 x 1072 £4.28 x 1072
test ODE | 2.05 x 104 £2.74x 107% | 1.66 x 10~ £ 4.85 x 10~! | 7.78 x 1073 + 3.25 x 10~2
H.. —50 | 3¢ 2.64 x 107T+3.10 x 107 T 3.26 x 10V +4.62 x 107 5.31 x 1072+ 1.753 x 107!
test ODE | 4.03 x 10~*£8.62 x 104 5.41 X 10~ £ 1.70 x 10° 2.76 X 1072 4+1.16 x 10~

G.2 ADDITIONAL RESULTS ON THE 16-DOF COUPLED PENDULUM EXPERIMENT OF
SEcTION[3.2.1]

This section presents additional results on learning the high-dimensional dynamics of a 16-DoF
pendulum with geometric RO-LNN.

G.2.1 ACCELERATION VS MULTI-STEP TRAINING

Here, we further evaluate the impact of the losses used to train geometric RO-LNNs. Table 8| shows
the average acceleration errors of trajectory predictions of RO-LNNs trained on accelerations or via
multi-step integration with horizon Hy.;, = 8. We observe that the RO-LNN trained via multi-step
integration consistently outperforms the RO-LNN trained on accelerations for all prediction horizons
Hi. This validates the effectiveness of considering successive states during training to learn the
dynamics of physical systems. Notice that training on acceleration data requires computing the
second derivatives in the AE layers, resulting in large-scale matrix multiplications, which not only
leads to longer training times, but depending on dimensionality of the system, requires vast amounts
of memory. In this sense, training via multi-step integration also avoids the computation of these
Hessian matrices.

G.2.2 CONSTRAINED VS STANDARD AUTOENCODERS

We further investigate the effectiveness of our geometric constrained AE whose parameters are
obtained via Riemannian optimization compared to two baselines, namely (/) constrained AE op-
timized via the overparametrization of (Otto et al., |2023)), and (2) a regular (unconstrained) AE.
All AEs are trained to reduce a set of position data Dy, = {qi}i]il from 15 trajectories of the
16-DoF pendulum to a d = 4-dimensional latent space. The constrained AEs are implemented
as in Section [5.2.1] and described in App. [F2.2] The regular AE consists of 4 Euclidean layers
with ReLu activations of sizes n; = [64,64,64,16] for [ = 1,...,4 encoder and decoder layers

p(Ql) : R™ — R™-1 and <p(Ql) : R™-1 — R™. Our constrained AE is trained using Riemannian
Adam with learning rate 5 x 10~2. The overparametrized and regular AEs are trained using Adam

with learning rate 5 x 10~2 for the overparametrized, and 1e—2 for the regular AE. All models are
trained for 2500 epochs.

Fig. (12| shows the reconstruction errors of the AEs for different sizes. We observe that the con-
strained AEs consistently outperform the regular one. Moreover, the Riemannian optimization leads
to lower reconstruction errors than the overparametrization, especially in low-data regimes.

G.2.3 COMPUTATIONAL SPEEDUP OF ROM w.R.T. FOM

Despite that we consider scenarios where the FOM is unknown and that trainings of a full-order
LNN were unsuccessful (see Section[5.2.1)), we aim at providing an idea of the computational effort
of our model compared to the evaluation of the FOMs. To do so, we symbolically derive the La-
grangian equations of motion with known physical quantities of the considered 16-DoF pendulum
from Section to obtain a FOM. We compare the wall-clock time of evaluation of this FOM
against the ODE-trained RO-LNN. For both models, we consider a roll-out of 3000 timesteps from
the same initial conditions g(t = 0s) and ¢(¢ = 0s) via Euler forward integration with a timestep
At = 107 3s. Averaged over 10 runs on the same local CPU, we achieve evaluation times of
113.59 s for the FOM, and 1.57 s for the ROM. We conclude that the ROMs obtained with our pro-
posed method not only enable structure-preserving learning of high-dimensional system dynamics,
but also significantly improve computational efficiency compared to evaluating FOMs.
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Figure 12: Median and quartiles of position reconstruction error for the regular AE (—), the
biorthogonal constrained AE (—), and the overparametrized constrained AE (—) for RO-LNN
trained on different sizes of training sets.
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Figure 13: Rope position and velocity predictions (—) from the RO-LNNSs trained via multi-step
integration and ground truth (—). The corresponding AE reconstructions (----) are depicted for
completeness. The model is updated with a new initial condition (qo, o) every 0.025 s (Heqr = 25).

G.3 ADDITIONAL RESULTS ON THE 192-DOF ROPE EXPERIMENT OF SECTION|[5.2.2]

Fig. |'1:5| shows the AE reconstruction and the RO-LNN predictions (Hy = 25) for selected DoFs of
a test trajectory. We observe that the the RO-LNN accurately models the high-dimensional dynamics
of the rope.

G.4 ADDITIONAL RESULTS ON THE 600-DOF CLOTH EXPERIMENT OF SECTION[3.2.3|

Table[9] shows the reconstruction and prediction errors of our model averaged over 10 testing trajec-
tories. Moreover, Figs.[T4]and[T5]|show the AE reconstruction and the predictions of the RO-LNN of
selected DoFs of a test trajectory for horizons Hi.¢ = 25 and H ., = 3000, respectively. Notice that
the ground truth only contains actuation data for the first 0.25 s (i.e., 2500 timesteps). Therefore, we
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Table 9: Cloth reconstruction and H s = 25-steps prediction errors over 10 testing trajectories for
the RO-LNN with d = 10 trained via multi-step integration with the loss (T4).

g — ql? llg - ql? LLNN, LINNd
247 x 1073 £1.15 x 1073 1.50 x 10° £1.81 x 10° 1.51 x 10° £ 1.81 x 10° 5.07 x 1074 £1.09 x 1073
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Figure 14: Cloth position and velocity predictions (—) from the RO-LNNs trained via multi-step
integration and ground truth (—). The corresponding AE reconstructions (:---) are depicted for
completeness. The model is updated with a new initial condition (qo, o) every 0.025 s (Her = 25).

reasonably assume that the cloth remains still for the additional time horizon t,,, = [0.25,0.30]s
and set the ground truth states and torques as equal to their last recorded values. Fig. [I6] displays
the predicted latent energy to be compared with the groud-truth energy projected in the latent space.
Overall, our results demonstrate the ability of our RO-LNN to infer long-term predictions of com-
plex high-dimensional deformable systems.
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Figure 15: Cloth position and velocity full-horizon predictions (—) from the RO-LNNs trained
via multi-step integration and ground truth (—). The corresponding AE reconstructions (---+) are
depicted for completeness. The dynamics are predicted from a given initial condition (qo, go) for
0.3 s (Hest = 3000). The grey-shaded areas indicate the interval during which ground-truth data are
extrapolated from the last observation.
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Figure 16: Predicted (—) and ground truth (—) latent energy E (up to a constant) over time. The
grey-shaded areas indicate the interval during which ground-truth data are extrapolated from the last
observation.

28



	Introduction
	Background
	Lagrangian Dynamics on the Configuration Manifold
	Model Order Reduction
	Lagrangian Neural Networks

	Geometric Lagrangian Neural Networks
	Learning Positive-Definite Mass-Inertia Matrices on the SPD Manifold
	Model Training and Parameter Optimization

	Learning Reduced-order Lagrangian Dynamics
	Lagrangian Reduced-order Model
	Learning the Embedding and Point Reduction
	Model Training

	Experiments
	Learning Lagrangian Dynamics with Geometric lnn
	Learning Reduced-Order Lagrangian Dynamics
	Coupled Pendulum (16 dof)
	Rope (192 dof)
	Cloth (600 dof)


	Discussion
	Riemannian Manifolds
	The Manifold of SPD Matrices
	The Biorthogonal Manifold

	Drawbacks of the Cholesky Decomposition in lnn
	Layer types in SPD-Networks
	Constrained AE: Implementation Details
	Training on Acceleration
	Additional Experimental Details
	2-dof Pendulum of Section 5.1.
	Simulation and Data Generation
	Architectures & Training

	Coupled Pendulum (16 dof) of Section 5.2.1
	Simulation and Data Generation
	Architectures & Training

	Rope (192 dof) of Section 5.2.2
	Simulation and Data Generation
	Architectures & Training

	Cloth (600 dof) of Section 5.2.3
	Simulation and Data Generation
	Architectures & Training


	Additional Experimental Results
	Learning Lagrangian Dynamics with Geometric lnn
	Additional Results on the Experiment of Section 5.1
	Sine-Tracking 2-dof Pendulum
	Influence of spd layers
	Influence of Multi-step Integration during Training
	Runtimes

	Additional Results on the 16-dof Coupled Pendulum Experiment of Section 5.2.1
	Acceleration vs Multi-step Training
	Constrained vs Standard Autoencoders
	Computational Speedup of ROM w.r.t. FOM

	Additional Results on the 192-dof Rope Experiment of Section 5.2.2
	Additional Results on the 600-dof Cloth Experiment of Section 5.2.3


