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ABSTRACT

Temporal difference (TD) learning is a popular algorithm for policy evaluation in
reinforcement learning, but the vanilla TD can substantially suffer from the inherent
optimization variance. A variance reduced TD (VRTD) algorithm was proposed by
Korda and La/ (2015), which applies the variance reduction technique directly to
the online TD learning with Markovian samples. In this work, we first point out the
technical errors in the analysis of VRTD in|Korda and La|(2015)), and then provide
a mathematically solid analysis of the non-asymptotic convergence of VRTD and
its variance reduction performance. We show that VRTD is guaranteed to converge
to a neighborhood of the fixed-point solution of TD at a linear convergence rate.
Furthermore, the variance error (for both i.i.d. and Markovian sampling) and the
bias error (for Markovian sampling) of VRTD are significantly reduced by the
batch size of variance reduction in comparison to those of vanilla TD.

1 INTRODUCTION

In reinforcement learning (RL), policy evaluation aims to obtain the expected long-term reward of a
given policy and plays an important role in identifying the optimal policy that achieves the maximal
cumulative reward over time |Bertsekas and Tsitsiklis|(1995); Dayan and Watkins| (1992); [Rummery
and Niranjan|(1994). The temporal difference (TD) learning algorithm, originally proposed by [Sutton
(1988)), is one of the most widely used policy evaluation methods, which uses the Bellman equation to
iteratively bootstrap the estimation process and continually update the value function in an incremental
way. In practice, if the state space is large or infinite, function approximation is often used to find
an approximate value function efficiently. Theoretically, TD with linear function approximation has
been shown to converge to the fixed point solution with i.i.d. samples and Markovian samples in
Sutton| (1988)); [Tsitsiklis and Van Roy| (1997)). The finite sample analysis of TD has also been studied
in|Bhandari et al.|(2018); |Srikant and Ying| (2019); Dalal et al.| (2018al);|Cai et al.|(2019).

Since each iteration of TD uses one or a mini-batch of samples to estimate the mean of the gradient[ﬂ
TD learning usually suffers from the inherent variance, which substantially degrades the convergence
accuracy. Although a diminishing stepsize or very small constant stepsize can reduce the variance
Bhandari et al.| (2018); |Srikant and Ying| (2019); Dalal et al.| (2018a)), they also slow down the
convergence significantly.

Two approaches have been proposed to reduce the variance. The first approach is the so-called batch
TD, which takes a fixed sample set and transforms the empirical mean square projected Bellman
error (MSPBE) into an equivalent convex-concave saddle-point problem Du et al.|(2017). Due to the
finite-sample nature of such a problem, stochastic variance reduction techniques for conventional
optimization can be directly applied here to reduce the variance. In particular, Du et al.[{(2017) showed
that SVRG |Johnson and Zhang|(2013)) and SAGA Defazio et al.|(2014) can be applied to improve
the performance of batch TD algorithms, and [Peng et al.| (2019) proposed two variants of SVRG to
further save the computation cost. However, the analysis of batch TD does not take into account the
statistical nature of the training samples, which are generated by a MDP. Hence, there is no guarantee
of such obtained solutions to be close to the fixed point of TD learning.

The second approach is the so-called TD with centering (CTD) algorithm proposed in |[Korda and
La (2015)), which introduces the variance reduction idea to the original TD learning algorithm. For

"We call the increment in each iteration of TD as "gradient" for convenience due to its analogous role as in
the gradient descent algorithm.
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the sake of better reflecting its major feature, we refer to CTD as Variance Reduced TD (VRTD)
throughout this paper. Similarly to the SVRG in Johnson and Zhang|(2013), VRTD has outer and
inner loops. The beginning of each inner-loop (i.e. each epoch) computes a batch of sample gradients
so that each subsequent inner loop iteration modifies only one sample gradient in the batch gradient
to reduce the variance. The main difference between VRTD and batch TD is that VRTD applies
the variance reduction directly to TD learning rather than to a transformed optimization problem
in batch TD. Though [Korda and Lal(2015)) empirically verified that VRTD has better convergence
accuracy than vanilla TD learning, some technical errors in the analysis in |[Korda and Lal (2015)
have been pointed out in follow up studies |Dalal et al.|(2018a); [Narayanan and Szepesvari| (2017).
Furthermore, as we discuss in Section E], the technical proof in Korda and La| (2015)) regarding the
convergence of VRTD also has technical errors so that their results do not correctly characterize the
impact of variance reduction on TD learning. Given the recent surge of interest in the finite time
analysis of the vanilla TD Bhandari et al.|(2018)); |Srikant and Ying (2019); Dalal et al.|(2018a)), it
becomes imperative to reanalyze the VRTD and accurately understand whether and how variance
reduction can help to improve the convergence accuracy over vanilla TD. Towards this end, this paper
specifically addresses the following central questions.

e Fori.i.d. sampling, it has been shown inBhandari et al.| (2018]) that vanilla TD converges only to
a neighborhood of the fixed point for a constant stepsize and suffers from a constant error term
caused by the variance of the stochastic gradient at each iteration. For VRTD, does the variance
reduction help to reduce such an error and improve the accuracy of convergence? How does the
error depend on the variance reduction parameter, i.e., the batch size for variance reduction?

e For Markovian sampling, it has been shown in [Bhandari et al.[(2018)); |Srikant and Ying| (2019))
that the convergence of vanilla TD further suffers from a bias error due to the correlation among
samples in addition to the variance error as in i.i.d. sampling. Does VRTD, which was designed to
have reduced variance, also enjoy reduced bias error? If so, how does the bias error depend on the
batch size for variance reduction?

1.1 OUR CONTRIBUTIONS

Our main contributions are summarized in Table[T] and are described as follows.

For i.i.d. sampling, we show that a slightly modified version of VRTD (for avoiding bias error)
converges linearly to a neighborhood of the fixed point solution for a constant stepsize «, with the
variance error at the order of O(a/M ), where M is the batch size for variance reduction. This clearly
reduces the corresponding variance error O(«) of vanilla TD in|[Bhandari et al.|(2018).

For Markovian sampling, we show that VRTD has the same linear convergence and the same variance
error reduction over the vanilla TD |[Bhandari et al.|(2018)); |Srikant and Ying (2019) as i.i.d. sampling.
More importantly, the variance reduction in VRTD also attains a substantially reduced bias error at
the order of O(1/ VM ) over the vanilla TD [Bhandari et al.|(2018)); |Srikant and Ying|(2019), where
the bias error is at the order of O(«). Therefore, vanilla TD typically needs to decrease the stepsize
« in order to reduce the variance and bias errors, which however slows down the convergence. In
contrast, VRTD can increase the batch size to reduce both errors while still keeping the stepsize at a
desired constant level to maintain fast convergence, as can be observed in our experiments.

At the technical level, our analysis of bias error for Markovian sampling takes a different path from
the techniques used in Bhandari et al.| (2018)); |Srikant and Ying (2019); Wang et al.[|(2017). Due
to the batch average of stochastic gradients adopted by VRTD to reduce the variance, we apply a
concentration bound established in Dedecker and Gouézel (2015) for Markovian samples. This shows
that the correlation among samples in different epochs is eliminated due to the concentration to a
deterministic average, and the correlation among samples within each epoch is implicitly captured
by the parameters in the concentration inequality. Such an analysis also explicitly explains why the
variance reduction step can also reduce the bias error.

1.2 RELATED WORK

On-policy TD learning and variance reduction. On-policy TD learning aims to minimize the
Mean Squared Bellman Error (MSBE) Sutton| (1988)) when samples are drawn independently from
the stationary distribution of the corresponding MDP. The non-asymptotic convergence under i.i.d.
sampling has been established in Dalal et al.|(2018a) for TD with linear function approximation and
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Table 1: Comparison of results on bias and variance errors.

| Algorithm | Variance Error | Bias Error
O(a)
ii.d. sample ™D Bhandari et al] (2018) NA
VRTD Ola/M) (this work) NA
O(a) O(a)
Markovi | TD Bhandari et al.| (2018) Bhandari et al. (2018)
arkovian sampre Srikant and Ying (2019) | [Srikant and Ying (2019)
VRTD O(a/M) (this work) O(1/v/ M) (this work)

for TD with overparameterized neural network approximation [Cai et al.| (2019)). In the Markovian
setting, the non-asymptotic convergence has been studied for on-policy TD inBhandari et al.| (2018));
Srikant and Ying| (2019); [Karmakar and Bhatnagar (2016)); Wang et al.|(2019). [Korda and La (2015)
proposed a variance reduced CTD algorithm (called VRTD in this paper), which directly applies
variance reduction technique to the TD algorithm. The analysis of VRTD provided in|Korda and La
(2015)) has technical errors. The aim of this paper is to provide a technically solid analysis for VRTD
to characterize the advantage of variance reduction.

Variance reduced batch TD learning. Batch TD |Lange et al.| (2012) algorithms are generally
designed for policy evaluation by solving an optimization problem on a fixed dataset. In|Du et al.
(2017), the empirical MSPBE is first transformed into a quadratic convex-concave saddle-point
optimization problem and variance reduction methods of SVRG Johnson and Zhang| (2013)) and
SAGA Defazio et al|(2014) were then incorporated into a primal-dual batch gradient method.
Furthermore, Peng et al.|(2019) applied two variants of variance reduction methods to solve the same
saddle point problems, and showed that those two methods can save gradient computation cost.

We note that due to the extensive research in TD learning, we include here only studies that are
highly related to our work, and cannot cover many other interesting topics on TD learning such as
asymptotic convergence of TD learning |Tadic|(2001); [Hu and Syed|(2019), oft-policy TD learning
Sutton et al.| (2008;|2009); Liu et al.|(2015)); Wang et al.|(2017); Karmakar and Bhatnagar| (2017), two
time-scale TD algorithms |Dalal et al.| (2018b)); 'Yu| (2017), fitted TD algorithms [Lee and He|(2019),
etc. The idea of the variance reduction algorithm proposed in Korda and La|(2015)) as well as the
analysis techniques that we develop in this paper can potentially be useful for these algorithms.

2 PROBLEM FORMULATION AND PRELIMINARIES
2.1 ON-POLICY VALUE FUNCTION EVALUATION

We describe the problem of value function evaluation over a Markov decision process (MDP)
(S, A, P,r,v), where each component is explained in the sequel. Suppose S C R? is a compact
state space, and A4 is a finite action set. Consider a stationary policy m, which maps a state s € S to
the actions in A via a probability distribution 7(+|s). At time-step ¢, suppose the process is in some
state s; € S, and an action a; € A is taken based on the policy 7(-|s;). Then the transition kernel
P = P(st41]s¢, a;) determines the probability of being at state s; 1 € S in the next time-step, and
the reward r; = r(s¢, as, S¢.+1) is received, which is assumed to be bounded by 7,,x. We denote the
associated Markov chain by p(s’|s) = > . 4 p(s|s, a)m(als), and assume that it is ergodic. Let fir
be the induced stationary distribution, i.e., > p(s'[s)ux(s) = px(s"). We define the value function
for a policy 7 as v™ (s) = E[Y_;2 v'7(s¢, ar, se41)|s0 = s, 7], where v € (0,1) is the discount
factor. Define the Bellman operator 7' for any function £(s) as T™(s) == r7(s) + vEy | £(s),
where 77 (s) = E, o|s7(s, a, ) is the expected reward of the Markov chain induced by the policy 7.
It is known that v™ () is the unique fixed point of the Bellman operator 7™, i.e., v™ (s) = T™v™ (s).
In practice, since the MDP is unknown, the value function v™ (s) cannot be directly obtained. The
goal of policy evaluation is to find the value function v™ (s) via sampling the MDP.

2.2 TD LEARNING WITH LINEAR FUNCTION APPROXIMATION

In order to find the value function efficiently particularly for large or infinite state space S, we
take the standard linear function approximation ©(s,f) = ¢(s)'# of the value function, where
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#(s)T = [#1(5),--- , da(s)] with ¢;(s) fori = 1,2, - - - d denoting the fixed basis feature functions
of state s, and § € R? is a parameter vector. Let ® be the |S| x d feature matrix (with rows indexed
by the state and columns corresponding to components of ). The linear function approximation can
be written in the vector form as ©(#) = ®. Our goal is to find the fixed-point parameter §* € R?
that satisfies E,, 0(s,0") = E, T79(s,6"). The TD learning algorithm performs the following
fixed-point iterative update to find such 6*.

Or11 = 0 + 49z, (0:) = 0 + s (Az,0p + bz, ), (1)

where a; > 0 is the stepsize, and A,, and b,, are specified below. For i.i.d. samples generated from
the distribution /1., we denote the sample as z; = (s¢, 74, 5,), and Ay, = é(s¢)(vo(s;) — P(s¢)) T
and b,, = r(s;)¢(s;). For Markovian samples generated sequentially from a trajectory, we denote
the sample as z; = (s¢,7¢, S¢41), and in this case A,, = ¢(s:)(7P(s¢41) — ¢(s¢)) | and b,, =
r(s¢)P(s). We further define the mean gradient g(6) = A6 + b where A = E,,_[¢(s)(yo(s) —
#(s)) "] and b = E,_[r(s)é(s)]. We call g(6) as gradient for convenience due to its analogous role
as in the gradient descent algorithm. It has been shown that the iteration in eq. (1) converges to the
fix point §* = — A~ 1b at a sublinear rate O(1/t) with diminishing stepsize a; = O(1/t) using both
Markovian and i.i.d. samples Bhandari et al.| (2018)); [Dalal et al.|(2018a)); [Srikant and Ying| (2019)).
Throughout the paper, we make the following standard assumptions Wang et al.[(2017); Korda and
Lal (2015); Tsitsiklis and Van Roy|(1997); Bhandari et al.| (2018)); |Srikant and Ying|(2019).

Assumption 1 (Problem solvability). The matrix A is non-singular.
Assumption 2 (Bounded feature). ||¢(s)||, < 1foralls € S.

Assumption 3 (Geometric ergodicity). The considered MDP is irreducible and aperiodic, and there
exist constants k > 0 and p € (0, 1) such that

supdry (P(sy € -|so = 8), ur(s)) < kp', ¥Vt >0,
sES
where drv (P, Q) denotes the total-variation distance between the probability measures P and Q.

Assumption requires the matrix A to be non-singular so that the optimal parameter §* = —A~1b is
well defined. Assumption can be ensured by normalizing the basis functions {¢; }%_ ;. Assumption
[ holds for any time-homogeneous Markov chain with finite state-space and any uniformly ergodic
Markov chains with general state space.

3 THE VARIANCE REDUCED TD ALGORITHM

In this section, we first introduce the variance-reduced TD (VRTD) algorithm proposed in |Korda and
La| (2015) for Markovian sampling and then discuss the technical errors in the analysis of VRTD in
Korda and Lal (2015)).

3.1 VRTD ALGORITHM |KORDA AND LA|(2015)

Since the standard TD learning takes only one sample in each update as can be seen in eq. (1), it
typically suffers from a large variance. This motivates the development of the VRTD algorithm in
Korda and Lal (2015) (named as CTD in |Korda and La| (2015)). VRTD is formally presented in
Algorithm [2| and we briefly introduce the idea below. The algorithm runs in a nested fashion with
each inner-loop (i.e., each epoch) consists of M updates. At the beginning of the m-th epoch, a batch
of M samples are acquired and a batch gradient g,,(6,,_1) is computed based on these samples
as an estimator of the mean gradient. Then, each inner-loop update randomly takes one sample
from the batch, and updates the corresponding component in g, (6,,—1). The idea is similar to the
SVRG algorithm proposed in Johnson and Zhang|(2013)) for conventional optimization. Since a batch
gradient is used at each inner-loop update, the variance of the gradient is expected to be reduced.

3.2 TECHNICAL ERRORS IN|KORDA AND LA|(2015)

In this subsection, we point out the technical errors in the analysis of VRTD in|Korda and La (2015),
which thus fails to provide the correct variance reduction performance for VRTD.

At the high level, the batch gradient g,,, (6,,,—1) computed at the beginning of each epoch m should
necessarily introduce a non-vanishing variance error for a fixed stepsize, because it cannot exactly
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Algorithm 1 Variance Reduced TD with iid sam- Algorithm 2 Variance Reduced TD with Marko-
ples vian samples Korda and La|(2015)

Input: batch size M, learning rate « and initialization Input: batch size M, learning rate o and initialization
90 éO

I: form=1,2..,5do I: form=1,2,..,5 do
2: Hm,o = Gmfl ) ) 2 Hm 0~: 6m71 _
S Sple el wit 0 ampls epenly 310 = S O
1€ O fim N 4: fort=0,1,..,M —1do
4 gm(On-1) = 37 2z cp,, 9o (Om—1) 5: Sample j,,+ uniformly at random in {(m —
50 fort=0,1,..,.M —1do 1)M,...,mM — 1} from trajetory
6: Sample x;,, , indepedently from the distribu-
tion . P Imt P y 6: 6m,t+1 - HR@ (em,t + Of(gzjm,t (em,t)
E 0m,t+1 = em’t~+ a(gljm,t (?m,t) 7. _ngm‘t (an—l) + gm (an—l))>
8: ~Yaj,. (Om-1) + gm,(em,—l)) 8:  end for
9:  end for 9: set 0,, = 0O, for randomly chosen ¢ €
10:  set 6, = 6, for randomly chosen ¢t € {1,2,..., M}
{1,2,..., M} 10: end for
11: end for Output: 0g

Output: Og

equal the mean (i.e. population) gradient g(6,,_1). Furthermore, due to the correlation among
samples, the gradient estimator in expectation (with regard to the randomness of the sample trajectory)
does not equal to the mean gradient, which should further cause a non-vanishing bias error in the
convergence bound. Unfortunately, the convergence bound in |Korda and La|(2015) indicates an exact
convergence to the fixed point, which contradicts the aforementioned general understanding. More
specifically, if the batch size M = 1 (with properly chosen A 4), VRTD reduces to the vanilla TD.
However, the exact convergence result in Theorem 3 in [Korda and Lal (2015) does not agree with
that of vanilla TD characterized in the recent studies [Bhandari et al.| (2018)); Srikant and Ying (2019),
which has variance and bias errors.

More specifically, we next use a counter-example to show that one major technical step for character-
izing the convergence bound in|Korda and La (2015} does not hold. Consider Step 4 in the proof of
Theorem 3 in|Korda and La|(2015)). For the following defined €(6)

e(0) = (0 — 0°)'[E(v"v|F,) — Egg, (v 0)](0 — 0%), )
Korda and Laf(2015)) claimed that the following inequality holds
(@)l < 2H [[E(0]Fn) = Ewp, ()], - 3)

This is not correct. Consider the following counter-example. Let the batch size M/ = 3 and the
dimension of the feature vector be one, i.e., ® € RISI*1. Hence, all variables in eq. and eq. are
scalars. Since the steps for proving eq. (3) inKorda and La| (2015) do not have specific requirements
for the transition kernel, eq. should hold for any distribution of v. Thus, suppose v follows the
uniform distribution over [—3, 3]. Further assume that in the n-th epoch, the samples of v are given
by {1, 2, —3}. Recall that E(:|F,,) is the average over the batch samples in the n-th epoch. We have:

14
Egyg,(v) =0, Egg,(v*)=3, E@|F,) =0, E@’|F,)= 3
Substituting the above values into eq. (3)) yields
14
(@), = (5 —38)(6—67)2 <28 x 0 =0, @

which obviously does not hold in general when 6 # 6*. Consequently the second statement in
Theorem 3 of [Korda and Lal (2015]), which is critically based on the above erroneous steps does not
hold, and hence the first statement in the same theorem whose proof is based on the second statement
cannot hold either. The goal of this paper is to provide a rigorous analysis of VRTD to characterize
its variance reduction performance.
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4 MAIN RESULTS

As aforementioned, the convergence of VRTD consists of two types of errors: the variance error
due to inexact estimation of the mean gradient and the bias error due to Markovian sampling. In
this section, we first focus on the first type of error and study the convergence of VRTD under i.i.d.
sampling. We then study the Markovian case to further analyze the bias. In both cases, we compare
the performance of VRTD to that of the vanilla TD described in eq. (I)) to demonstrate its advantage.

4.1 CONVERGENCE ANALYSIS OF VRTD WITH I1.I.D. SAMPLES

For i.i.d. samples, it is expected that the bias error due to the time correlation among samples does
not exist. However, if we directly apply VRTD (Algorithm 2 originally designed for Markovian
samples, there would be a bias term due to the correlation between the batch gradient estimate and
every inner-loop updates. Thus, we slightly modify Algorithm [2]to Algorithm [I]to avoid the bias
error in the convergence analysis with i.i.d. samples. Namely, at each inner-loop iteration, we draw a
new sample from the stationary distribution p.,. for the update rather than randomly selecting one
from the batch of samples drawn at the beginning of the epoch as in Algorithm 2] In this way, the
new independent samples avoid the correlation with the batch gradient evaluated at the beginning of
the epoch. Hence, Algorithm[T|does not suffer from an extra bias error.

To understand the convergence of Algorithm [I] at the high level, we first note that the sample

batch gradient cannot estimate the mean gradient g(6,,—1) exactly due to its population nature.

Then, we define e,,(0,,) = gm (0m—1) — g(0m—1) as such a gradient estimation error. Further let
A4 = 2|Amax (A + AT)]|, and then our analysis (see Appendix [B) shows that after each epoch update,

we have
_ 2
]E{Hame* ‘Fm,o}
2
/M +4a?(1+7)? | 5 2 20 _ 2
s =0+ 2 (e Fne] . 6
T ada —4a2(147)? H ! 2+/\A—4a(1+fy)2 em(Om-1) 2‘ 0 ©®)

where I}, o denotes the o-field that includes all the randomness in sampling and updates before
the m-th epoch. The first term in the right-hand side of eq. (3) captures the contraction property of
Algorithm[T]and the second term corresponds to the variance of the gradient estimation error. It can
be seen that due to such an error term, Algorithm [I]is expected to have guaranteed convergence only
to a neighborhood of 6, when applying eq. (3) iteratively. Our further analysis shows that such an
error term can still be well controlled (to be small) by choosing an appropriate value for the batch
size M, which captures the advantage of the variance reduction. The following theorem precisely
characterizes the non-asymptotic convergence of Algorithm 1]

Theorem 1. Consider the VRTD algorithm in Algorithm[l| Suppose Assumptions[IH3|hold. Set a

constant stepsize o < 8(1);_7{”2, which guarantees the existence of a sufficiently large M such that
4(1+7)%a? +1 1
C1 = (a1 +7)? ) <1.
1= (dall+a)"+ aM A — da(l+7)2
Then, for all m € N,
~ 2 ~ 2 2Dsa
E||om -0 | <cr 60— : 6
[ 2] =G =, T T — da(l 12N ©

where Dy = 4((1 +v)?R% +12,,.)-

Theorem|[I] shows that Algorithm [I]converges linearly (under a properly chosen constant stepsize) to
a neighborhood of the fixed point solution, and the size of the neighborhood (i.e., the error term) has
the order of O({7), which can be made as small as possible by properly increasing the batch size M.
This is in contrast to the convergence result of the vanilla TD, which suffers from the constant error
term with order O(«)|Bhandari et al.|(2018) for a fixed stepsize. Thus, a small stepsize « is required
in vanilla TD to reduce the variance error, which, however, slows down the practical convergence
significantly. In contrast, this is not a problem for VRTD, which can attain a high accuracy solution
while still maintaining fast convergence at a desirable stepsize.
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We further note that if we have access to the mean gradient g(6,,,—1) in each epoch m, then the error
term becomes zero, and Algorithm [T|converges linearly to the exact fixed point solution, which is
similar to the conventional convergence of SVRG for strongly convex optimization Johnson and
Zhang|(2013)). However, the proof here is very different. Unlike Johnson and Zhang|(2013)), in which
the convergence proof relies on the relationship between the gradient and the value of the objective
function. But for TD learning there is not such an objective function, and hence the convergence of
the parameter  needs to be developed by exploiting the structure of the Bellman operator.

4.2 CONVERGENCE ANALYSIS OF VRTD WITH MAKOVIAN SAMPLES

In this section, we study the VRTD algorithm (i.e., Algorithm [2) with Markovian samples, in which
samples are generated from one single MDP path. In such a case, we expect that the convergence of
VRTD to have both the variance error due to the gradient estimation (similar to the case with i.i.d.
samples) and the bias error due to the correlation among samples. To understand this at the high level,
we define the bias at each iteration as &,,(0) = (6 — 6*) " (g (6) — g(0)). Then our analysis (see
Appendix [C)) shows that after each epoch update, we have

& [0 [ ]
siﬁffi’;ém |6 0 +M+ME[H%<9*>H§\FM}
+[)\A—3a1+7 ZE[@“ mi) | Fono) @)

The first term on the right-hand side of eq. captures the epochwise contraction property of
Algorithm 2] The second term is due to the variance of the gradient estimation, which captures how
well the batch gradient g,,, (6*) approximates the mean gradient g(6*) (note that g(6*) = 0). Such a
variance term can be shown to decay to zero as the batch size gets large similarly to the i.i.d. case.
The third term captures the bias introduced by the correlation among samples in the m-th epoch. To
quantitatively understand this error term, we provide the following lemma that characterizes how the
bias error is controlled by the batch size M.

Lemma 1. For any m > 0 and any 0 € By, which is a ball with the radius Ry, we have

wC
Efgn (9)] < 401+ 7R + ruaxRod )y | T2,
where the expectation is over the random trajectory, 6 is treated as a fixed variable, and 0 < Cy < 0o
is a constant depending only on the MDP.

Lemma [I| shows that the bias error decreases sublinearly as M increases. To explain why this
happens, we note that the bias contains the difference between the sample batch gradient and
the mean gradient which can be bounded by the concentration property for the ergodic process as

gm(0) = 37 ZmMm 11) 2 9o: (0) “3 g(6). In this way, the randomness due to the gradient estimation

is essentially averaged out due to the variance reduction step in VRTD, which implicitly eliminates
its correlation from samples in the previous epochs.

As a comparison, the bias error in vanilla TD has been shown to be bounded by E[¢,(0)] =
O(alog(1/«)) Bhandari et al.| (2018); |Srikant and Ying| (2019). In order to reduce the bias and
achieve a high convergence accuracy, the stepsize « is required to be small, which causes the
algorithm to run very slowly. The advantage of VRTD is that the bias can be reduced by choosing a
sufficiently large batch size M so that the stepsize can still be kept at a desirable constant to guarantee
fast convergence.

Theorem 2. Consider the VRTD algorithm in Algorithm 2] Suppose Assumptions[IH3|hold. Set the
constant stepsize o < 6(1’\+7A7)2 which guarantees that there exists a sufficiently large M such that
1/M + 302(1 + 7)?

C =
T ads — 302(149)?

<1
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Then, we have:

E {Héma*

)

~ 2 1 2 13 3
SC{”H%—G* . 30, 8[(1 + ) R2d® + rmaxRod?] [7Co

2 (1-Cn)a—3a(l+7)2M " (1-C)Pa—3a(l+7)2 V M~
(8)

where Cy = [(1 4+ )Ry + Tmax)? + QpKG[(la’l)ge"rrmax].

Theorem [2] shows that Algorithm 2] with Markovian samples converges to a neighborhood of 6* at
a linear rate, and the size of the neighborhood (i.e., convergence error) decays sublinearly with the
batch size M. More specifically, the first term in the right-hand side of eq. (8] captures the linear
convergence of the algorithm, the second term corresponds to the accumulated gradient estimation
error, and the third term corresponds to the accumulated bias error. For the fixed stepsize, the
total convergence error is dominated by the bias O(1/v/M). Therefore, the variance reduction in
Algorithm 2] not only reduces the variance, but also reduces the bias of the gradient estimator.

Comparison of Theorem 2]to Theorem [T]indicates that VRTD with Markovian samples has a larger
total convergence error than VRTD with i.i.d. samples, due to the bias error introduced by correlation
among samples.

5 EXPERIMENTS

In this section, we provide numerical results to verify our theoretical results. We consider an MDP
with v = 0.95 and |S| = 50. The reward is a state-dependent function and the feature matrix
® € R%0%4 are generated randomly based on the uniform distribution. We conduct two experiments
to investigate how the batch size M for variance reduction affects the performance of VRTD with
i.i.d. and Markovian samples. In the Markovian setting, we sample the data from a MDP trajectory.
In the i.i.d. setting, we sample the data independently from the corresponding stationary distribution.
In both experiments, we set the constant stepsize to be « = 0.1 and we run the experiments for
seven different batch sizes: M = 1,50, 500, 1000, 2000. Our results are reported in Figurem All
the plots report the square error over 1000 independent runs. In each case, the left figure illustrates
the convergence process over the number of gradient computations and the right figure shows the
convergence errors averaged over the last 10000 iterations for different batch size values. It can
be seen that in both i.i.d. and Markovian settings, the averaged error decreases as the batch size
increases, which corroborates both Theorem [I]and Theorem[2} We also observe that increased batch
size substantially reduces the error without much slowing down the convergence, demonstrating the
desired advantage of variance reduction. Moreover, we observe that the error of VRTD with i.i.d
samples is smaller than that of VRTD with Markovian samples under all batch size settings, which
indicates that the correlation among Markovian samples introduces additional errors.
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Figure 1: Error decay of VRTD with i.i.d. and Markovian samples
6 CONCLUSION

In this paper, we provided the convergence analysis for VRTD with both i.i.d. and Markovian
samples. We developed a novel technique to bound the bias of the VRTD gradient estimator. Our
result demonstrate the advantage of VRTD over vanilla TD on the reduced variance and bias errors
by the batch size. We anticipate that such a variance reduction technique and our analysis tools can
be further applied to other RL algorithms.
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Supplementary Materials

A USEFUL LEMMAS

Lemma 2. For any x; = (8;,7;,8;) (i.i.d. sample) or x; = (8;,7i, Si+1) (Markovian sample), we
have ”A’Cz”Q S 1 + Y and ||b3¢7 ”2 S Tmax-

Proof. First consider the case when samples are i.i.d. Due to the definition of A,,, we have
14z [l = [|#(s:) (ver(si) — d(s:)) T,
< [lo(si)(ve(si) = d(si) ' |
<y H¢(5i><f>(3§)THF + H¢(Si)¢(8i)THF
<1+4n.

Then, consider b, :

b2,y = lIre; @(si)lly < rmax [|9(si)ll2 < rmax-
Following similar steps, we can obtain the same upper bounds for the case with Markovian samples.
O

Lemma 3. Let G = (1 +v)Rg + Tmax- ConsiderAlgorithm Foranym > 0and 0 <t < M —1,
we have |\ gz,,. o Om)|l, 925, O] ||9mBnv)]| < G

2

Proof. First, we bound H Gz;, +(Om,t) H2 as follows.
||gf.7‘m,t(9m>t)“2 = ||4s,,, Om.t + Do, , H2
< Ay, el 10melly + [t
< (1 +7Y)Ro + Tmax-
g)m].wt(@,n,l)H2 < (. Finally for

B

Following the steps similar to the above, we have

gmjm,t(ém,l)’ e have
- 1 mM—1 ~
gf”jm,t(emfl)HQ = M . Z gxi(gmfl)
i=(m—1)M 9
1 mM—1 ~
< — . _
- M , Z gml(em 1)”2
i=(m—1)M
<G, ©)
where eq. (H) follows from the last fact ‘ Gz, . (ém,l) H2 <G. O

Lemma 4. Define D1 = 2(1 + )% and Dy = 4((1 + 7)?R2 + r2,,.). For any 0 € RY, we have
g (O3 < D116 = 6715 + D

Proof. Recalling the definition of g,,, and applying Lemma 2} we have
g2, (O3 = 142,60 + b I3
= [ A, (0 = 07) + (A0,0" + b2,
< 2| Ag, (0 = 073 +2 Az, 6" + b [
< 2| A, I3 10 = 07113 + 4(11 Az, 113 107115 + 1162, 115)
< 2(1+9) 10 = 0713+ 4((1+7)*RE + i)
= D1 |0 — 0*[|5 + Ds.

11
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Lemma 5. Considering Algorithmwith Markovian samples. We have ||E[A;|P;] — A|l, < (1 +
Y)kp? " and ||E[bj|P;] — blly < Tmaxkp? ™ for 0 < i < j.

Proof. We first derive

IE[4,1P] - Al = H [ Avapir) - [ Audus

2

< / | A dP(:| P,) — Ay dpn]l,

< [ 14a s aP@i1P)  dis
< (1 +'7) HP((EJPj),N,rHTV
< (L+9)rp’

Following the steps similar to the above, we can derive ||E[b;|P;] — b||, < 2rmaxrp’ " O

B PROOF OF THEOREM [I CONVERGENCE OF VRTD WITH 1.I.D. SAMPLES

Recall that B,, is the sample batch drawn at the beginning of each m-th epoch and z; ; denotes the
sample picked at the j-th iteration in the i-th epoch in Algorithm |l We denote o (6y) as a trivial

o-field when 6 is a deterministic vector. Let (A U B) indicate the smallest o-field that contains
both A and B. Then, we construct a set of o-fields in the following incremental way.

Fio=0), Fis = o(FioUo(B1)Ua(211)),. Fiar = o(Fi (v—1y Yo(zim)),
F270 = U(Fl,M U O'(él )7 F21 = O'(FQ,O U O'(BQ) U U(Ig,l)), ceey F2,m = O'(F27(M_1) U 0'(1‘27M)),

Fro=0(Fon-—1),mU0(0m-1)), Frn1 = 0(FrnoU0(Bm) Uo(Tm1)), -, Frnar = 0(Fp (vr—1) U 0(Tm,ar))-
The proof of Theorem I] proceeds along the following steps.
Step 1: Iteration within the m-th epoch

For the m-th epoch, we consider the last update (i.e., the M -th iteration in the epoch), and decompose
its error into the following form.

2

10mar = 0%13 = ||mori—1 + (g0, Omri—1) = g2, Bonet) + g (On—1)) = 0|

811 = 013 + 20Omrr1 = 0 (g0, Orons—1) = 9o,y On1) + gon 1))

02 g0,y B 0) = 0, G) + 9B (10)

First, consider the third term in the right-hand side of eq. (]E[), we have
- - 2 _ 2
<292, Omri—) = 92,y Orat) + 9On1) | +2 g On1) = 9(Om)|
* n * n * 2
=2 gu,,, s 1) = 02, 0) = [(9,,,,, Bt) = 2, (609)) = (9(0m1) = 9(6)) ]|

~ 2
+ 2 Hgm(enL—l) - g(am—l)Hz

2
g:vjm,M (em,M71> - g:rjm,M (emfl) + 9m (emfl) H2

§ 4 ngm)M (am,JV[—l) - ngmwM (0*)

E +d H (grjm‘M (Om—1) — 9%, (6)) = (9(0m-1) = 9(68") Hz

+2]Jgm (@)~ 90| an

12
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Then, by taking the expectation conditioned on F,, p7—1 on both sides of eq. @, we have

e

(@)
i

2
gfﬂjmyM (gm,Mfl) - gfﬂjmyM (mel) + gn’b(gmfl)H2 ‘Fm,]V11:|

2
9250 0t (ava_l) T 9%, (0*) 9 ’FmJW—1:|

+4E H (gwijM (Om—1) = 9z, ., (6)) - E[Qw,-myM (Om—1) — 9z (0*)| Fon,n1-1] HZ 'Fm,]\/l—1:|

S o _
+2E Hgm(emfl) _g(emfl)H2 ‘Fm,Mfl

(@) 2 * (12 2 n * 2

< A+ ) 2E[0mar—1 — 0% [Far—1] +4(1 +)°E H‘)“H iy HQ|Fm7M71

- R 9 -
+ 2E Hgm(om—l) - .g(om—l)H2 ‘Fm,,JV[—l

where () follows from the fact that E[(ngm o (1) — 9z, o (0))|Fnpi—1] = 9(0rm_1)—g(6%),

and (ii) follows from the inequality E[(X — EX)?] < EX? and Lemma [2} Then, taking the
expectation conditioned on F},, 3y on both sides of eq. (]'115[) yields

E [ 16m.ar = 0713 | Fon.a 1

- ||9m,M—1 - 9*”3 + 204(07n,M—1 - 9*)TE [ngm,M (Hm,M—l) - ga:ijM (ém—l) + gnL(ém—l) Fm,M—l]

2
* Oé2E |:‘ grjm,M (0m7M_1) B gmjm,M (am—l) + gm'(gm_l)H2 ‘Fm,hf—1:|

(z) %112 *\ T
< | Omar—1 — 07|35 4 20(Om nr—1 — 0%) " g(Orm,nr—1)

+2a(Opnr—1 — 6*)7 (E [gm(émq) Fm,MA} - g(émfl))

~ 2
402 (1 +5)2 [ r—1 = 07} + 4021 +7)% || s — 07

2
Im (Om—1) — g(9m_1)H2

+20°E [ Fm,M_l}
(@) *12 * 12 0
< 0mar1 = 013 = a1 n1-1 = 0% + 20E [ (Bon—1) | Fnas 1

~ 2
402 (1 +7)2 [0 ar—1 = 07} + 402(1 +7)% || s — 07

~ 2
gm(am—l) - g(am—l) H2 ‘Fm,hf—1:|

(44%) 2

< NOmori—1 = 013 — [oda = 402 (1 +2)%] [mas-1 — 03 + 403 (1 +4)? |[Gons — 07

+ 20°E [

+ 2OKE |:£7n (ém— 1 )

~ ~ 2
Foio1] +20°E [Hgm(em_l) — 9(0m-)|| \Fm,M_l] : (12)

where (i) follows from the fact that E [ngm o (ém,l)‘Fm,M,l} = g(ém,l). In (i) we define

A4 as the absolute value of the largest eigenvalue of matrix (AT + A), which is negative definite
according to Tsitsiklis and Van Roy|(1997). In (iii) we define &,,(0) = (6 — 0*) T (g (0) — g(0))

13
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for § € R, Then, by applying eq. iteratively, we have
E [[16m.1 = 6°113 | o]

M—1 5 2
< Wm0 = 0713 = [oda = 4021+ 7)) Y E [l = 0°13 | o] + 4001 +7)? s = 07|
=0

+ 20ME [0 (On-1) | Frno] + 2M0%E Ujgm<ém1) ~ gm0, \Fm,o} . (13)
Forall 1 <i < M, we have
E [ (On1)|Pino] = E [gm(Bin-1)

—Z [Ag,0m + e | Frno] — (A0, + D)

1€B,
Fon)) —A} G0 + [(% S Efbs|F

(57 > ElA,
0

Fm,O} - g(ém—l)

o)) = b]
i€Bm, 1€EBm

Then, arranging terms in eq. (I3)) and using the above fact yield
M—1

ada —da*(1+7)%] Y E [||9m,i — 072 ‘Fmp]
1=0

2+2Ma2E[Hg (Opor) — (0 1)H2’F 0] (14)
2 maTme Tl

Finally, dividing eq. by [aAa — 4a?(1 + v)?]M on both sides yields

< [1+ 4Ma2(1 4+ 9)%] s — 0"

~ 2
o[-t
1/M+4a (1+ 20 - . 2
Is ~ ||+ B Hmam, — (O H ‘Fm .
- a)\A_4042( H -t + Aa — 4ol + )2 [ 9 (Om—1) = 9(6m—1) o |70
(15)
Step 2: Bounding the variance error
Forany 0 < k < m — 1, we have
- - 2
E |:Hgm(9m—l) - g(om—l)H2 Fm,O:| (16)
2 . 9
- M Z 9. (Om-1) = 9(0m—1) ‘Fm,O - MQE Z 9o; (Om—1) — 9(O—1) ‘Fm,O
i€B, 2 i€Bm 2
(Z gm, m— 1 ) ( Z gmj m— 1 (em_1)>‘Fm,0
i€Bpm, JEBm
1 - - ~ -
= W Z Z E [<g$¢(9m—1) _g(am—l)ang (em—l) - g(9m—1)> Fm,O}
i€Bm j€Bm,
1 ~ - 2
= M2 ZE G (Om—1) — g(em—l)H2 ‘Fm,o
i=j
= L2 E G, <ém*1) - E[QZM (émfl) Fm,O] Fm,O
M? &~ 2
i=j
1 - 2
< W;E[ gﬂci(GM—l)Hz Fm,O} < M (Dl Ham 10" H +D2) (17)
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where eq. (T7) follows from Lemmald]
Step 3: Iteration over m epoches

First, we substitute eq. (T7) into eq. (I3)) to obtain

- 2
E {Ham _p
2

where we define C; = (4&(1 +7)2 + 2D(ﬁ;+1) )\A_4a1(1+7)2-

2D20[
(\a — da(l + 7)) M

(18)

~ 2
] 20 s o

Taking the expectation of eq. @) conditioned on F,,,_1 o and following the steps similar to those in

step 1 to upper bound E [Héml — 0%

[ -

2
‘me] , wWe obtain
2

F QDQOL
m—1,0 (>\A _4@(1+7) )M

2 ~ 2
2 ‘Fm_l’o] S GE U’Gm_l B H*HQ

<c? Hem y— "

2D2a
Jr()\,4—405 1+’}/ MZ

Then, by following the above steps for (m — 1) times, we have

- . 2 m * 2D20L
E|:H0m—9 2:|<C(1 H00_0 +()\A—40él+'7 Zc’l
m * 2D20¢
=G HGO_Q + (1-C1)(Aa —4da(l+y)2H)M’

which yields the desirable result.

C PROOF OF THEOREM 2 CONVERGENCE OF VRTD WITH MARKOVIAN
SAMPLES

We define o(.S) to be the o-field of all sample trajectories {z1, z2, ...} and recall that j,, ¢ is the
index of the sample picked at the ¢-th iteration in the m-th epoch in Algorithm 2} Then we define a
set of o-fields in the following incremental way:

Fio=0(9), iy =0(FioUo(ji,1))s - Fim = o(Fy (-1 Yo(jim)),
Fop=o(Fip Ua(01)), For = 0(FaoUa(ja,1)), ey Foom = o(Fy,v—1)y Yo (jo,m)),

Frno = 0(Fm—1y,m U (0m—1)), Frt = 0(Fro U0 (Gim1))s oos Frnnt = 0(Fp (ar—1) U 0 (Gim,01)).-

C.1 ProoF oF LEMMAI

We first prove Lemma [T} which is useful for step 4 in the main proof in Theorem 2] provided in

Section

Proof. Recall the definition of the bias term: &,,(0) = (0 — 0*) " (g,,(8) — g(#)). We have
&n(0) = (0= 0") " (9a(0) — 9(9))

1 nM-—1 1 nM-—-1
_ *\ T
=0-60"1(5; > Au = A0+ (57 S b, b))
i=(n—1)M i=(n—1)M

1 nM-—1 1 nM-—1
<0 =0y 161y | D Aw—A| +10-0"y||57 D bu—b

M M

i=(n—1)M 2 i=(n—1)M 9

< 2R [Wallp + 2Ro [Vl (19)
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where W,, = 7 Zfﬂ({n 11 vAs, —Aand V, = & Z?:]V([;_ll)M by, — b. Then for any € > 0, we
have

1<1<d1<]<d
and
P([[Vallp = €[Fnp) < Z P(|Vnsl > | Fn0)- 2D
1<i<d f

To bound eq. (20) and eq. (2T), we apply the concentration inequality over Markov chains developed
in|Dedecker and Gouézel| (2015)). We first introduce such a concentration bound as follows.

Theorem 3 (Dedecker and Gouézel| (2015), Theorem 2). Let {X,,} be an irreducible aperiodic
Markov chain which is geometrically ergodic on a space S. Let w be its stationary distribution. There
exists a constant Cy depending on the Markov chain (see the detailed definition of Cy in|Dedecker
and Gouézel|(2015))) with the following property. Let n € N. Let K (xq, -+ ,xn—1) be a function of
n variables on S™. Then for all t > 0,

Pr(|K(Xo,- s Xp1) =By K(Xo, -+, Xp1)| > 1) < 2" /5L
where [ is the stationary distribution of the Markov chain and 0 < L; < 400 is a constant that
satisfies:
|K (80, s Tie1,Tiy Tig1,* , Tn—1) — K(s0,- 7xi717x;7xi+17 o mpo1)| < Ly
forall0 <i<n-—1.

Since the MDP in Algorithm [2] satisfies Assumption [3] it satisfies the assumptions in Theorem 3]
Then applying Theorem@to each W, (; ;) and V,, ;, we have

—e2M

P(IWh, i) > *|Fn 0) < 2e40+07Cod” | (22)
and
(| | € | ) —2M
P(|Vyi|l > —=|F0) < 2e*maxCo? (23)
' \/g ’

where 0 < Cjy < 0o is a constant depending on the MDP parameters. Then, substituting eq. (22)) into

eq. (20) and eq. (23) into eq. (Z1) yield

—2Mm
P(|Wollp > €|Fnp) < 2d*e*0+02C0d% (24)
and
—e2M
P(||[Vyll g > €|Fr0) < 2dehaxCod (25)

Then we derive the following two bounds:

+oo
B[ Wl | o] = / P(IWallp > HF 0)dt
+oo _20m
ng/‘ STt
0

7TCO

_ 3, /20
= 2(1+7)d* | 22, (26)

and

+oo
E[[[Valp [Foo] = / P(IVall g > tFy o)t
+o0 —t2M
< 2d / €T haxod
0

3 7'('00
= 2rmaxd2y\/ ——. 2
Tmaxd i 27

Finally, substituting eq. (26) and eq. (27) into eq. (I9) yields

E[&m(0)] < 4[(1+ ) R3d* + rinax Rod?]

7wCo
2
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C.2 PROOF OF THEOREM [2]

Step 1: Iteration within the m-th inner loop

For the m-th inner loop, we consider the last update (i.e., the M-th iteration in the epoch), and
decompose its error into the following form.

~ ~ 2

10mar = 0°13 = ||Try (Fmanr—1 + @ (u,,,, Omrr-1) = 2, Bon1) + g (Bnn)) ) = 07
~ ~ 2
S em,M—l + a(gwjm,M (HTTL,M—l) - ga:ijM (em—l) + 97n(0m—1)) - 9* 9

- ||9m,M71 - 9*”3 + 20‘(em,Mfl - 0*)T (ngm’M (em,Mfl) - gz]'m’M (émfl) + gm(émfl))

2
gwij (emJ\/[fl) - gwjm,M (emfl) + gm(emfl) H2 . (28)

+a?

First, consider the third term in the right-hand side of eq. (28).

ng'm,,lvf (Gm’M—l) - gﬂﬁjm)M (am—l) + gm(gm—l) Hz
) = 01, 0) = (9 Ons) = 9 0°))] )]

9%t (Om,pr-1) — 92 s (07) - {(ngm*M (0

48] G ) = 92, 6) — (90 t) — 96|
29)

<3

g:L’jm,M (am,Mfl) - gl’jm’M (9*)
+ 3 lgm (6713 -

Then, by taking the expectation conditioned on F;,, (y7—1) on both sides of eq. @ we have

E |

(@)
<5 |

2
9o Ot 1) = 9y, Bon) + g (On) | \Fli]

2
ngva (em,Mfl) - gazjm’M (9*) 5 ’Fm,M1:|

~ ~ 2
+ 3E |:H (gibj.,n’M (em—l) - ng'm,,M (0*)) - ]Eligatjm,M (Gm—l) - gijYM (0*)|F'm,M—1] HQ ’Fm,M—1:|

+ 3 {9 (013 | P

2 - 2
S 3E |: gwj'nz,M <9m,M71) - gwjm.’M (9*) 9 ‘Fm,M1:| + 3E |:‘ gz]vm,M (emfl) - g:vjmyM (9*) 9 ‘Fm,M1:|
(@) 2 *112 21 h * 2
< 3E [ 4w 3 10m01-1 = 0°113 [ Frnons—1 ] + 3E (14w 3 ||t = 07 | Frnara
+ 3E [lgm (0°)113 | F1.0]
(Z”) 2 * (12 2 1ln * 2 *\ |2
< 3L+ )2 Omar—1 = 013 + 31+ %) |Gn-s = 0 +3E [llgm (613 | Fro] (30)

where (i) follows from the fact that ]E[(gzjm o (Orn1) — 9o; o O Fnr1] = G (Om—1) —
gm (07), (i7) follows from the inequality E[(X — EX)?] < EX?2, and (i) follows from Lemma
We further consider the last term in eq. (30):

2 1 mM—1 . 1 mM—1 2
E [llgn(0)1 | Fi0] = (Mi_;l)MAi)a + (Mi_(gjwbi)
e it
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Then, taking the expectation conditioned on F},, 57—1 on both sides of eq. (]T_g[) yields
E {1001 = 0°13 | -1
< st = 0713 + 201 — 0B [gu, Bt 1) = 9o, O 1) + O 1)| P 1

+a2E[

~ 2
gIJ‘m,M (am’Mfl) - ngm,,l\/f (amfl) + gmH2 ’Fm’M1:|

(@)
< Om,pr—1 — O%|f5 + 20O ps—1 — 0%) E [g;cjmyM (Gm,M—l)‘Fm,M—l} +302(1 +9)? [|0m,ai—1 — 0%

~ 2
+30%(1+ ) -1 = 0| +30°E [llgm (613 | Fr.o]

11 = 013+ 20111 = 0) T 9O, 11) + 20E [ (O ng—1)| Fon s 1]

~ 2
+302(1+9)2 mr—1 = 073 + 3021 +7)% || s = 0°|| +30°E [llgm(6)13 | Fio|

~ 2
< Omna-1 = 0713 = [ada = 3a2(1 +7)?] 0mar—1 = 0°[13 + 302 (L +)? |y = 0|

+2aE {fm(em,Mq)‘Fm,Mﬂ} +30°E {IIgm(ﬁ*)Ilﬁ ‘F1,0:| ; (31)
where (i) follows by plugging eq. into its preceding step and from the fact that
E |:ga:jm,M (émfl) - gm(émfl)‘Fm,]\/Ifl} =0.1In (”) we define 5771(9) = (9_9*>T(gm(9) _9(9))
for @ € RY. Then, by applying eq. iteratively, we have

E [I6m,1 = 63 | Fn.o]
M—1

<[00 — 073 — [aha — 30(1 +7)?] g E [1omi — 0°13 | Finco] +3Ma2(1 4 9)2 s — 0|

M-1
+20 Y E [n(0m,)
=0

Arranging the terms in eq. (32) yields
M-1

[oAs = 302147 3 E[10ms — 072 [ Fino]

i=0

Frno| +3Ma?E [ g (6")13 |Fio| 32)

< [1+3Ma2(1+7)%] |1 — 6°

2 M—-1
20 Y E [60(0m)|Fno] +3MaE [llgm(0")1 [Fio]-
=0

(33)
Then, dividing eq. by [aXa — 3a2(1 + 7)?] M on both sides, we obtain
~ 2
el
2
_ /M 4301+ i
_a)\A—3oz2(1+fy H -t +[)\A—3a1—|—7 MZZ &m( 0
3o 2
5B [ lgm (813 | Fro] - 34
o om @2 | Fro) (34)

1/M+3a(14+7)? Cy Then we

For simplicity, let Cy = 25 —50s17772>

rewrite eq. (34):

37 and C3 =

— 2 3a
"a—3a(147)7TM X a—Ba(117)?"

~ 2 ~
3o [ s] < i
2

2 M-1

Frvo] + G5B [llgun (6715 | Fro]

(35)

18



Under review as a conference paper at ICLR 2020

Step 2: Iteration over m epochs

Taking the expectation of eq. conditioned on F,,_1 ¢ and upper-bounding E [Hém_l — f*

2
|
by following similar steps in the previous steps, we obtained

E {Hem

< C4E {Hém_l _ o

2
*
0 9 F7n—1,0:|

9 M-1
2 ]Fm_l,o} +Co 3 B [ (B0n)| Frn1.0] + OSE [llgm(6)112 | o]

=0

Fo— 10} +ngc1 |:Hgm k *)Hg‘FLo].
k=0

< G} [omn 0" H +czzc ZE[gm kO i)

By following the above steps for (m — 1) times, we have

~ 2
E[H@mﬂ*H i)
m—1 M-—1

cr b -6 H +CQZCl ZE[fm RO

F10]+cgzcl [lgm-1(6")13 | Fro]
(36)

Then taking the expectation of o(S) (which contains the randomness of the entire sample trajectory)
on both sides of eq. (36) yields

EU G0 — 0" 1
2
ey oo~ o H +02m2101 ZE@” k()] +037§jlcl E[llgm-#(6")13], 67
=0 1= k=0

where the second term in the right hand side of eq. (37) corresponds to the bias error and the third
term corresponds to the variance error.

Step 3: Bounding the variance error
For any 0 < £ < m — 1, we have

(m—k)M—-1

* 1 *
Hgm—k(e )”; = M Z glz(e )

i=(m—k—1)M

2

1 (m—k)M—1 (m—k)M—1
== X ae)( X e0)
i=(m—k—1)M j=(m—k—1)M

(m—k)M—-1 (m—k)M-1

—iE 2 > L0795, (07)

i=(m—k—1)M j=(m—k—1)M

MQZH% 2+ 27 > 0 (0%)g., (0

i#]

© G .
< el ), (00) (38)
1#]

where () follows from Lemma Consider the expectation of the second term in eq. , which is
given by

1
e > Elg, (60°)gs,(67)]. (39)
i#]
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Without loss of generality, we consider the case when j > 4 as follows:

Elg;, (6%)9a,(6")] = E[Eg., (0 *)|fﬁTTgxi(9*ﬂ
< E[|[Elga, (09)IP]]], g, (0)]l,]
< GE[||E[g., (6%)|P]||,)
= GE[||E[(A;0" + bj)[B]ll,]
< GE[|[E[4;|P;]6" + E[b;| ]|l
= GE[||(E[4;]F;] — A)0" + (E[b;|P] — b)]l,]
E[I(E[A;| ] — A)0% ||, + [IE[b;] Pi] — b]|,]
(NELA; |P] — All, 1675 + IE[b;] F:] — bl
KG[(1 4+ 7)Ro + Tmax)p’ " (40)
Substituting eq. (#0) into eq. (39), we obtain

! * * KG[(1 + )R + Tmax i
WZE[QITL(H )9z; (07)] < [ e ) Zp\ Jl
it =
[
KG[(1 +7)Ro + rmax] (201 Z )

G
GE

ININ A

< e
2 1 max
(1-pM
Then substituting eq. (1) into eq. (38) yields
]_ 2,0/<EG[(1 + ’Y)RQ + TmaX] C4
E[|lgm_x(0%)]2 <4f( 2 )<44, 4
lgm-(67)13) < 57 (62 + = < @2)
where Cy = G2 + 22 HG[(lzT’_)gﬁr"‘a"]. Finally, substituting eq. into the accumulated residual
variance term in eq. (37), we have
m—1 m—
CsC CsC.
k 3 o 3C4
: E[m, }< < a-cur 43
Cs Y CIE|llgm-—£(67)]3] < Z TS oM (43)

k=0

Step 4: Bounding the bias error using concentration

The bias error is characterized by the proof of Lemmal(I]in Section Substituting the value of Cy
into the accumulated bias term in eq. (37) and following Lemma|[T|yield

m—1 3
Z 8[(1+ 7)R3d3 + rmaxRod2] [7Cy
C2 Cl ; ]E gm k m k 7,)} S (1 — Cl)[)\A — 30((1 T 7)2] . (44)

Step 5: Combining all error terms

Finally, substituting eq. (#3) and eq. (44) and substituting the values of C5 and C5 into eq. (37), we

have
~ . 2
E [Ham —0 2}
3Cha 8[(1 + ) R2d® 4 rmax Rod?] [7C,
<O |6 — 07 + + —,
1 H 0 (1-=C1)[Aa —3a(1+7)) M (1—=C1)[Aa — 3a(l+7)?] M

which yields the desired result.
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