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1 MP-LPIPS DETAILS
Table 1 provides the detailed parameter settings for Matched-Points-
LPIPS (MP-LPIPS), which are omitted in the paper for brevity. We
first uniformly sample points P𝐺 inside the garment area of the
garment image I𝐺 given the garment mask from the VITON-HD
test dataset [1] to ensure the sample distance𝑑𝑠 = 40 pixels between
each point and its nearest neighbour. For sampled points P𝐺 on I𝐺 ,
we retrieve their corresponding matching points P𝐶 on the target
character I𝐶 using the diffusion features [4] at time step 𝑡 = 41
and 11-th layer inside UNet upsampling blocks. We eventually
calculate MP-LPIPS as the average LPIPS distance of the patches
P𝐺 , P𝐶 centred on matched points P𝐺 and P𝐶 , where the patch size
𝑠 = 33 × 33 pixels and we black out the area except for the garment
part. If any of P𝐶 fall outside the garment area of I𝐶 by more than
𝜏𝑠 = 17 pixels, we view those points as mismatched and set their
LPIPS to 0.6 as the mismatch penalty. Here the garment area of I𝐶
is obtained by applying HumanParsing [2] on I𝐶 .

Name Value
time step 𝑡 41
layer 𝑙 11

patch size 𝑠 33 × 33
sample distance 𝑑𝑠 40
sample threshold 𝜏𝑠 17
mismatch penalty 𝑝 0.6

Table 1: Detailed Settings for the MP-LPIPS.

2 FAILURE CASES
In Figure 1 we present several failure cases as discussed in the paper.
While our model achieves remarkable results in garment-driven
image synthesis and is compatible with various finetuned LDMs,
the styles of generated images are highly dependent on the base
diffusionmodels. In practice, we apply our model to Stable Diffusion
V1.5 [3] finetuned on the photorealistic data (i.e., Realistic Vision
V4.01) and Stable Diffusion V1.5 finetuned on the anime-style data
(i.e., Counterfeit V3.02), respectively. As shown in the first row
of Figure 1, our model tends to generate realistic characters with
Realistic Vision V4.0 and anime-style characters with Counterfeit
V3.0, regardless of the target styles specified by the text prompts.
Another limitation is that due to limited garment types of training
samples in the VITON-HD dataset, our model may not perform
perfectly on complicated garments. As can be seen in the second
row of figure 1, our model fails to preserve the middle layer of the
given down jacket and slightly reduces the size of the overcoat.

1https://huggingface.co/SG161222
2https://huggingface.co/gsdf/Counterfeit-V3.0

"A cute girl in anime-style" "A photorealistic girl"

"A woman wearing jeans" "A young female model"

Figure 1: Failure cases of our Magic Clothing. Based on Real-
istic Vision V4.0, it fails to generate an anime-style character
(1st row left), and vice versa for Counterfeit V3.0 (1st row
right). Example results of complicated garments like down
jackets and coats are shown in the second row.
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