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Abstract

We consider running multiple instances of multi-armed bandit (MAB) problems in
parallel. A main motivation for this study are online recommendation systems, in
which each of N users is associated with a MAB problem and the goal is to exploit
users’ similarity in order to learn users’ preferences to K items more efficiently. We
consider the adversarial MAB setting, whereby an adversary is free to choose which
user and which loss to present to the learner during the learning process. Users are
in a social network and the learner is aided by a-priori knowledge of the strengths
of the social links between all pairs of users. It is assumed that if the social link
between two users is strong then they tend to share the same action. The regret is
measured relative to an arbitrary function which maps users to actions. The smooth-
ness of the function is captured by a resistance-based dispersion measure ¥. We
present two learning algorithms, GABA-I and GABA-II which exploit the network
structure to bias towards functions of low ¥ values. We show that GABA-I has
an expected regret bound of O(1/In(NK /W)UK T) and per-trial time complexity
of O(K In(N)), whilst GABA-II has a weaker O(y/In(N/¥)In(NK/V)UKT)
regret, but a better O(In(K) In(N)) per-trial time complexity. We highlight im-
provements of both algorithms over running independent standard MABs across
users.

1 Introduction

During the last decade multi-armed bandits (MAB) have received a great deal of attention in machine
learning and related fields, due to their wide practical and theoretical importance. The central problem
is to design a decision strategy whereby a learner explores sequentially the environment in order to
find the best item (arm) within a prescribed set. At each step in the exploration the learner chooses an
arm, after which feedback (typically a loss or reward corresponding to the selected arm) is observed
from the environment. Then the next decision is made by the learner based on past interactions,
and the process repeats. The goal is to design efficient exploration strategies which incur a small
cumulative loss in comparison to the cumulative loss that would have been obtained by always
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selecting the best arm in hindsight. Applications of MAB are numerous, including recommender
systems [[1], clinical trials [2], and adaptive routing [3l], among others.

In this paper we study the problem in which the learner is facing several MAB problems that are
related according to a prescribed interaction graph. A main motivation behind this problem are online
recommendation systems, whereby each of several users is associated with a MAB problem (task),
where the arms correspond to a finite set of products, and the graph represents a social network among
users. The goal is to exploit users’ similarity in order to improve the efficiency of learning users’
preferences via online exploration of products. In the standard full information setting, a lot of work
has been done showing that techniques from multitask learning are effective in reducing the amount
of data needed to learn each of the individual tasks, both in the statistical and adversarial settings, see
[4, 15,16, [7, 18, 9, 110, [11] and references therein. Graphs have been used to model task relationships,
with different tasks’ parameters encouraged to be close according to the graph topology. In contrast,
multitask learning in the bandit setting is much less explored.

The algorithms that we present exploit the network homophily principle [12] which formulates that
users that are connected in the network have similar preferences, that is, they tend to share preferred
recommendations. We will show that our algorithms exploit graph structure and enjoy potentially
much smaller regret bounds than the cumulative regret of standard MAB run independently on each
user. Since the original graph may be dense, we exploit a randomized sparsification technique to
develop fast prediction algorithms. Our approach builds upon previous work on online learning
over graphs [13/14] to generate a perfect full oriented binary tree, whose leaves are in one-to-one
correspondence with the nodes of the original graph. This construction approximately preserves the
relevant graph properties in expectation, and provides the starting point for designing our efficient
algorithms. A further ingredient in our algorithm is provided by the method of specialists [15} [16]].
Our learning strategies combine the above ingredients to devise efficient online algorithms under
partial feedback.

Contributions. We introduce two Gang of Adversarial BAndit algorithms, GABA-I and GABA-
IT that learn jointly MAB models for N users over K possible actions. Both algorithms are
designed to exploit network structure while being (extremely) computationally efficient. We de-
rive expected (over the algorithms’ randomizations) regret bounds. The bounds scale with the
dispersion measure U € [1, N] of the best actions over the graph. For GABA-I the bouncﬂ
is of order of O(y/In(NK/U)WKT), where T is the number of trials, and has a per-trial
time complexity of O(K In(N)). On the other hand GABA-II has a weaker expected regret
bound of O(y/In(N/¥)In(NK/U)¥KT) but is faster, having a per-trial time complexity of
O(In(K)In(N)). Thus the GABA-I algorithm improves on algorithms that treat each user in-
dependently, as in the best case the regret improves from O(v/N) to O(v/In N) and in the worst
case the regret degrades by at most a constant factor. GABA-II has slightly weaker regret bounds;
however, it is more computationally efficient.

Outline of Main Results. The social network graph G is determined by a set of undirected links
between users {w,, , }2., where w, , € [0, 00) indicates the magnitude of the link between user

and v. For all t € [T] we have a user u; € [N] and a loss vector £; € [0, 1]% which are selected by
Nature before learning begins and are unknown to Learner; i.e., Nature is a deterministic oblivious
adversary (see e.g., [17, Section 5.1]). Learning then proceeds in trials ¢ = 1,2, ..., T". On trial ¢:

1. Nature reveals user u; € [N] to Learner,

2. Learner selects action a; € [K],

3. Nature reveals loss ¢; o, € [0, 1] to Learner.

Before reflecting on the /N-user case we review the well-known results for the single user (N = 1).
The seminal EXP3 algorithm [[18] obtains the following (uniform) regret bouncﬂ ,
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'The bounds of GABA-I and GABA-II however depend on oracular knowledge of optimal tuning parameters.
‘We discuss this as well as a means of lessening this dependency following CorollaryE}
?An algorithm was given in [19] that removed the In K term from the regret.



where the expectation is with respect to the internal randomization of the EXP3 algorithm. In the
N-user setting, by running a copy of EXP3 independently for each user, we may obtain a uniform
regret bound of (see e.g., [20])

E[ 3 zmt} — min >y € O( KIn(K)N ) , )
]

te[T viINI= K] te[T]

i.e., for each user u the best action is y(u) and we now pay an additional constant factor of v NV in
our regret. In this work we exploit the social network structure to prove a non-uniform regret bound
for the GABA-I algorithm (see Corollary [)) of

R(y) = E| Z} lac] = 3 liyu €O <\/ Kl (%V)) \If(y)T) : 3)

te[T te([T]

for any mapping of users to actions y : [N] — [K]. The non-uniform regret now depends on
U(y) € [1,N](see (B)) which measures dispersion of users’ ‘best’ actions across the network.
Thus, by taking network structure into account, we may upper bound the scaling in the regret with

¥ (y)
is nearly uniform then the dispersion ¥(y) € O(1), in contrast when the dispersion is maximal
then ¥(y) = N thus in the best case the regret with respect to the number of users improves from
O(VN) to O(vIn N) and in the worst case the regret only increases by a constant factor. The
first algorithm GABA-I obtains the regret (3)) while requiring O(K In N) time to predict and update.
The second algorithm GABA-IT’s regret (see Corollary is larger by a O(y/In N/ ¥ (y)) factor but
now prediction is at an even faster O(In(K') In(V)) time per trial, that is, prediction time improves
exponentially with respect to the cardinality of the action set [K]. Thus both algorithms support very
large user networks and the second algorithm allows efficient prediction with very large action sets.

respect to the number of users by O(, /In(<X-)¥(y)). When the best action across the network

Related Work. We mention here some of the key papers that are more closely related to ours and
refer the reader to the technical appendices for an expanded literature review. There has been much
work in the heterogenous multi-user setting for linear-stochastic bandits. Out of these works, those
closest to us are when the users are in a known social network and it is assumed that neighbouring
users respond to context vectors in a similar way [21}, 122} 23] 24} 25| 26] but as far as we are aware
no works on this model have so far been done in the adversarial setting. Other works on this topic
include those in which it is assumed that there is an unknown clustering of the users, where users
in the same cluster are homogenous [27, 28] 29] 130, [31} 32} 133 134} 35]]; as well as other models
(36,137, 1381 139,140 141, 42} 143]. There are also works on networked, homogenous multi-user bandit
models with limited communication between users [44, 45,46, 147, 48149, |50]. Related to the multi-
user setting are works on transfer learning and meta-learning with linear-stochastic bandits [511152].
Whilst our work assumes a known network structure over the users, there is a wide literature on
bandit problems in which the actions are structured in a network and it is assumed that neighbouring
actions give similar losses [53} 1541551561157, 158, 59, 160l], as well as other networked-action models
[61,162,163]. In addition to the seminal paper on adversarial bandits [18]], our work utilises ideas from
several different papers [13} 14} [15, 16} 64} 165]].

Notation. Given a set X we define 2 to be its power-set, that is: the set of all subsets of X. For
any positive integer m, we define [m| := {1,2,..., m}. For any predicate PRED, [PRED] := 1 if
PRED is true and equals O otherwise. Given vectors «, 2’ € R® we define - =’ to be their inner
product (i.e., equal to Zie[ K] TiTir) and we define & @ x’ to be their component-wise product (i.e.,

(x ®a'); := z;a} forall i € [K]). We define ‘1” to be the K -dimensional vector in which each
component is equal to 1. Given a full oriented binary tree B we denote the set of its vertices also
by B. Given a non-leaf vertex n € B let <(n) and >(n) be its left child and right child respectively.
Given a non-root vertex n € BB let T(n) be its parent. Given a vertex n € B let f(n) and {}(n) be its
set of ancestors and leaf-descendants (i.e. descendants which are leaves) respectively. Given a vertex
n € B we define «(n) and »(n) as the left-most and right-most descendants (which are leaves) of n
respectively. Finally, we denote the user graph by G, which is an undirected connected graph with
edge weights {Wum : 1 <w < v < N}. For convenience we assume N is a power of two

3This assumption does not limit our results because to run our algorithms one can always add dummy vertices
without altering input weights, so as to force IV to be a power of two.



2 Modeling a Social Network as a Resistive Network

In this section we introduce the tools necessary to formalize our complexity measures, as well as the
ones to implement our algorithms.

2.1 Conceptual Tools

To minimize the incurred loss, Learner can exploit the similarity between any pair of users defined by
the weights w, ,, of user graph edges for all u,v € [N]. The function y : [N] — [K] is completely
unknown to Learner, and can be viewed as labeling each user with its best/favorite action. Within this
context, our homophilic bias can be stated as follows: users strongly connected w.r.t. the link weights
w, tend to be associated with the same label.

The complexity measure used for this problem is the robustified resistance weighted cutsize U (y),
which we now define formally. Within the graph-based learning context, the cutsize is defined as the
number of edges connecting users with different labels, i.e., >, _, [wu,» 7 0][y(u) # y(v)], and the
weighted cutsize is defined as the sum of the edge weights w,, ,, over all pairs of users v and v having
different labels, i.e., >, _, wuo[y(u) # y(v)] [14]. The effective resistance between two given
nodes u and v of a graph is a commonly used measure that expresses the degree of the connection
strength between u and v (see, e.g., [66]). More precisely, viewing the graph as an electrical circuit,
where each edge weight w,, ,, corresponds to a ﬁ resistor, the effective resistance between u and v
is the power required to hold between them a unit voltage difference for a unit time. Informally, the
more there are paths between two nodes u and v that are short, edge-disjoint and formed by edges
with large weights, the lower is 7(u, v) because the amount of flow between the two considered nodes
is larger. A formal definition of effective resistance r(u, v) between users u and v is

1
mianRN{Zi\ij wi,j(xi - ij)2 Py T Ty = 1} .

Interestingly enough, for all u,v € [N], r(u,v) is exactly equal to the probability that the edge
{u, v} is included in a uniformly generated random spanning tree of the given user graph G (see, e.g.,
[66]).

The resistance weighted cutsize ®(y) [67] is the weighted sum of the effective resistances r(u, v)
between any two nodes u and v with different labels. i.e.,

r(u,v) =

N
O(y) =D wuor(u, 0)ly(w) # y(v)] )

u<v

and then its robustifcation is defined as

U(y) := i ( ) .
=1+ _min (2()+ 3 [2(u) £ y(w)] )
u€[N]

The first quantity () can be viewed as a dispersion measure based on the above mentioned homophilic
tendency. It has several advantages compared to the weighted cutsize in measuring the degree of
homophily violation [67]. The most significant property is that it is locally density-dependent because
the contribution to ®(y) of each edge (u,v) such that y(u) # y(v) is inversely proportional to
how strongly u and v are connected in their user graph local area. Indeed, because of the effective
resistance, the potential contribution to ®(y) of the edges in dense areas is smaller than the ones of the
edges in sparse areas. In fact if the graph is well-clustered i.e., it can be partitioned into dense clusters
(many intra-cluster edges) and fewer inter-cluster edges and the labeling y respects these clusters
then in many cases ®(y) < N. As an archetypical instance consider the following proposition where
the clusters are represented by cliques.

Proposition 1. Consider an unweighted graph G partitioned into G clusters and a labeling function
y(+), where each cluster is an n-clique and, if u, v are vertices in the cluster, then y(u) = y(v). For
any pair of such clusters C,C’ C G, suppose that there are % edges connecting the nodes of C
with the nodes of C'. Then we have ®(y) € O(G).



CONSTRUCTBST-C (User graph: G)

1. Sample a uniform random spanning tree 7 from the user graph.

2. Perform a depth-first visit of 7 to provide an order of the users. Without loss of generality
assume that, for all u € [N], we have that user  is the u-th vertex visited.

3. Construct a perfect full oriented binary tree C of depth h := log, (V) whose u-th leftmost
leaf of its graphical representation is user u [}

“In this context, by oriented we mean that the leaves of C are numbered sequentially from the leftmost to
the rightmost one so that, for each internal vertex of C, both its left and right subtree contain subsets of leaves
uniquely determined by the depth-first visit of 7.

Figure 1: Binary Support Tree Construction Algorithm

Thus in this archetypical case our regret bounds now scale strongly with the number of clusters of
users G (see (3)) rather than with the number of users N (comparing to the baseline (2))).

The second quantity (3)) is an extension of ®(y) to deal with adversarial label perturbation, viz.,
capturing the regularity of all labelings y such that ®(y) can be dramatically reduced by simply
changing the labels of a relatively small number of users. To give an insight into the advantages of
U(y) w.r.t. &(y) regarding its noise-tolerance property, consider an input star graph with all edge
weights equal to 1 and where all vertex labels are equal except for the one of the central node u. It is
natural to consider this labeling regular w.r.t. our bias, because it is sufficient to change only y(u) to
obtain a cutsize equal to 0. This is precisely the labeling property that is captured by ¥(y), which is
equal to the minimum, over all labelings z, of the sum of ®(z) and the number of vertices for which
y and z differ (plus 1). In this case we have therefore ¥(y) = 1 + ®(y*) + 1 = 2, where y* is the
labeling obtained by changing y(u) to make it equal to all other labels, so that ®(y*) = 0, whereas
O(y)=N-—1.

2.2 An Embedding to Enable Fast Computation

A uniformly generated random spanning tree (RST) is defined as a spanning tree selected with a
probability proportional to the product of the weights of all its edges (see, e.g., [66]). It represents a
fundamental tool in several mathematical fields, e.g., combinatorial geometry, algebraic graph theory,
stationary Markov chains [68]], and can be viewed as a way to summarize the topological information
of the input network. When the input graph is weighted as in our case, it can be generated in time
almost linear in the number of edges [69. [70]].

In a preliminary phase, our algorithms operate as follows (see Fig.[I). A RST 7 of the input social
network is drawn (step 1). Thus, an order of the NV users is determined through a depth-first visit of
T (step 2). From here on we assume, without loss of generality, that user u € [N] is the u-th vertex
visited. This step is necessary to make the algorithms noise-tolerant, and is strictly related to the
improvement of the complexity measure ¥(y) over ®(y). Finally, a full perfect binary tree, called
the Binary Support Tree (BST), and having the users, ordered from left to right, as leaves (step 3) is
constructed. The BST forms the geometry that underlies the data-structures of our algorithms.

We conclude this section by showing a result which will be useful in the analysis of our algorithms,
and stems directly only from the user order determined by the depth-first visit of 7. If we consider
the line graph £ connecting the users u with w + 1 for all w € [N — 1], we have that, as stated in the
following theorem, the cutsize of £ is at most twice the robustified resistance weighted cutsize of
the input user graph. This result can be viewed as the multi-class extension of part 2 of Theorem 6
in [67].

Lemma 2 ([67, Theorem 6]). For any given input user graph, we have

El Y [uw #yu+ ]| <2¥(y),

u€[N—1]

where the expectation is over the draw of the uniform random spanning tree T .



SPECIALISTEXP (Learning rate 77 > 0; Distribution wy : S — [0,1] s.t. >°__qwi(s) = 1)
Fort=1,...,7T do

L. Va € [K], Pta 4 D css(ur)=a Wt(S):

2. Predict a; by drawing from [K] with probability P [a: = a] := pe,o/||Pt||15

3. Receive /; 4,

4. A = exp(—nleaPell1/Prac); 20 < [|pelln/([[pells — (1 = Ae)proa, )

5

. VseS: w(s) s(u) =0
Wi1(s) = § we(s)ze s(ue) # ay
wi(8)zeAe  s(ue) = ar

Figure 2: SPECIALISTEXP Algorithm

3 Predicting with Specialists

We build on the prediction with expert advice framework [[11, [72, [73| [74], specifically that with
bandit feedback: pioneered by the EXP4 algorithm [18]]. This type of online algorithm maintains
a distribution over a set of predictors (“experts”). After the predictors predict they incur a loss
and the distribution is updated accordingly. Although, except in special cases, this procedure does
not have a natural Bayesian interpretation, probabilistic methods still may be transferred into the
expert advice framework. In particular we will exploit an analogue of message-passing as used in
graphical models [75] to predict very efficiently over exponentially-sized sets of predictors. Broadly
speaking we would like build a graphical model that is isomorphic to the user graph G. However it is
well-known that exact prediction with graphical models that contain cycles is NP-hard [[76]. Thus
a benefit of the embedding to a BST (see Section[2.2)) is that it enables fast and exact computation
as the graph is now cycle-free and Lemma 2] ensures that the embedding only modestly increases
our regret bounds. Surprisingly, we improve in terms of computation over standard message passing
techniques, i.e., if we embedded to a “line” graph we would require O(K N) time to predict [75]
per trial or using the method of [77] O(K? log N) time. However, we will require only O(K log N)
and O(log K log N) for the GABA-I and GABA-II algorithms respectively (see Figures [3|and . To
accomplish this technically we adapt the method of specialists [15,[16].

A specialist is a prediction function s : [N] — {1,2,..., K,} from a context space to an extended
output space with abstentions. For us the context space is just the set of users [N]; and the extended
output space is {1,2, ..., K, 0} where [K] corresponds to predicted actions, but ‘CJ” indicates that
the specialist abstains from predicting an action. Thus a specialist specializes its prediction to part
of the context space. We denote the set of all specialists as S := {1,..., K| D}[N I. As a single
specialist only predicts over part of the context space, we need a set of specialists S C S if we wish
to define a function that predicts an action for every context. A specialist set S C S is well-formed
if for each u € [N] there exists a unique specialist s € S such that s(u) € [K]. For such a user u
and specialist s we then define ST(u) := s(u) so that ST is a function from [N] into [K]. Finally a
specialist model is defined by giving a distribution w; : § — [0, 1] s.t. w1 (s) = 1. To predict
with specialists we adapt [15] to the Exp3/4 [18] setting giving the SPECTALISTEXP algorithm (see
Figure[2)). We then bound the regret by combining the analysis of [15][18]] into the following theorem.

Theorem 3. The expected regret of SPECIALISTEXP with initial specialist distribution wy : S —
[0, 1] and learning rate n > 0 is bounded above by

1 1 nKT
E Z Et,at - Et,ST(Ut) < ;Zln <w1(5)8|> * 2 (6)
]

te[T seS

Sor all well-formed specialist sets S C S.

In the following we give the two distributions that define the two specialist models corresponding
to GABA-I and GABA-II in and (9), and in the supplementary material we detail how these
distributions lead to the regret bounds in Corollaries [4] and [5]



We now give the distribution w1 () over S that defines the GABA-I model. The model has a single
parameter ¢ € (0, 1) and we give the following helper functions to define the distribution,

validl(s) := [Yu,v € [N]:s(u) = s(v)or s(u) = Oor s(v) =0]
cut(s) = Z [s(u) # s(u+1)]
u€[N—1]
startfactor(s) := K}; ! [s(1) £ 0] + %[[s(l) =0].

The function valid1(-) determines the support of ws (-) which are the specialists that predict a unique
action or abstain, hence the cardinality of the support of wy (-) is K x (2¥ — 1) + 1. The remaining
two functions quantitatively determine probability mass of a specialist as:

1
wy(s) := validl(s) x K X startfactor(s) x (1 — ¢)N 17t gentls) (vse§).  (7)

We note that this specialist selection is similar to that of the Markov circadian specialists in [[16]
except that the nodes of the Markov chain are now users instead of trials.

Corollary 4. The expected regret of SPECIALISTEXP with distribution w1 (-) as defined by (1) with
parameter ¢ = 4V(y)/(K(N — 1)), learning rate n = \/10‘1’(@/) lnI((I;N/\I/(y)) and with ¥ (y) <
(N —1)/4 is bounded above by:

E Z Cra, — Ley(uy) | €O <\/Kln (é%) \Il(y)T> (8)

te[T)

for any mapping of users to actions y : [N] — [K].

We now give the distribution wy (-) over S that defines the GABA-II model. Whereas for GABA-I
the cardinality of the support was exponential in N, for GABA-II the cardinality is just K (2N — 1).
The supported specialists in GABA-II predict a unique action over a contiguous [, . .., and abstain
everywhere else, thus they are of the form:

Lr () = a wed{l,...,r}

@ C\lO wegd{l,...,r}’

but not all contiguous segments are supported. The segments supported are those that correspond
to the set of all leaf-descendents of a node in the BST (see Section[2.2)). As an example if N = 4
the supported (I, ) segments are {(1,1), (2,2),(3,3), (4,4), (1,2),(3,4), (1,4) }. Expressing this
algebraically leads to a relatively complex “validity” function

valid2(s) := [3a € [K];1,7 € [N];i,7 € [logy N] : 14r—1 = 2" and | = 2(j—1)+1and s = s"

and then the distribution is defined as,

S

1
K(2N -1)
We note that this selection of specialists is a simple multi-action extension of those defined in [65].

Corollary 5. The expected regret of SPECIALISTEXP with distribution w1 (-) as defined by () with
learning rate n = \/S\I’(y) IOgQ(eN/\PI(f%) IMBEN/2YW) gnd with U(y) < N/2 is bounded above by:

E| Y lra, = liyuy| €O <\/K1n (\If(vm) In (ﬁ) \If(y)T> (10)

te[T)

wi (s) := valid2(s) x (Vs €S). )

for any mapping of users to actions y : [N] — [K].

4 The GABA Algorithms

We now introduce the GABA algorithms. Both algorithms are based on the BST C (see Section [2.2).



4.1 GABA-I

Since we have an exponential number of non-zero weight specialists in GABA-I a direct implementa-
tion of SPECIALISTEXP would take per-trial time and space exponential in N. We now describe how
GABA-I implements SPECIALISTEXP, bringing the per-trial time down to O(K In(/V)) and the space
down to O(K N). The implementation works by, for each action independently, performing online
belief propagation [[64] over the tree C. We note that each of these K online belief propagations
is over two states {0, 1} and hence takes a per-trial time of only O(In(N)). We now detail this
procedure:

GABA-I maintains a vector valued function ct; : Cx {0, 1} x {0, 1} — R¥ which, foralli, j € {0,1}
and ¢ € [T, has the following properties:

Yu € [N]\{ut}a at+1(u7i7j):at(uai7j) (11)
and for all internal vertices n of C we have:
at(nvivj) = Z at(q(n)7i7k) ®at([>(n)7kvj) (12)
ke{0,1}

On trial ¢ GABA-I computes p; by sending vector valued messages down the path in C from the root to
uy. Specifically, we construct the left and right message functions 3;~ , 3;” : fi(us) x {0,1} — RE
as follows. Each (non-root, proper) ancestor n of u; receives, for i« € {0,1}, K dimensional
vector messages 3;~ (T(n), ) and B;” (1(n), ¢) from its parent and then constructs its own messages
B; (n,4) from B;=(T(n), j) and oy (<(1(n)), 4, 4) and messages 3; (n, i) from 37 (1(n), j) and
o (>(1(n)),4,7), for all ¢, j € {0,1}. It then sends these messages to its child that is next on the
path to u;. Once u; has received the messages from its parent it combines them with o (uy, 1,4) (for
i € {0,1}) to create p;.

On the receipt of ¢, ,, we update the function c; to a1 noting that by (I1)) and (I2) we need only
modify the values a(n, 7, ) when n is an ancestor of ;.

4.2 GABA-II

For GABA-II we have O(K In(N)) non-zero weight specialists that don’t abstain on any given
trial so a direct implementation of SPECIALISTEXP would take a per-trial time of O(K In(V)).
We now show how GABA-II implements SPECIALISTEXP, which takes the per-trial time down to
O(In(K) In(N)) whilst maintaining the space complexity of O(K N).

We first note that SPECIALISTEXP maintains a weight for each specialist. For any vertex n of C and
any action a , the weight, on trial ¢, of the specialist that predicts a whenever u; is its descendant and
abstains otherwise, is kept, by GABA-II in the following factored form:

pe(n)0(n, a)

KN —1) (13)

where p;41(n) := py(n) whenever n ¢ f1(u), and 0;41(n, a) := 0;(n, a) whenever n ¢ {(u;) or
a # ag.

In addition to the tree C, GABA-II also works with an oriented full binary tree 3 whose leaves are the
actions (in this overview we assume that the cardinality of the action set is an integer power of two,
although this is not required by GABA-II). For any vertex n of C the function 6;(n, -) is extended
onto all internal vertices of B by the following inductive relationship:

0:(n,m) := 04(n,<(m)) + O;(n,>(m)) (14)

To sample the action a; GABA-II first samples an ancestor d; of u; with probability P [§; = n]
1t(n)0:(n, ) where r is the root of 5. GABA-II then uses the function 6;(d;, -) to sample action
a; with probability Pla; = a | §: = n] = 0:(n,a)/0:(n,r) in O(In(K)) time. The law of total
probability and (I3) can then be used to show that PP[a, = a] x p; o where p;, is as defined in
SPECIALISTEXP.

On the receipt of ¢; ,, we update the functions y; and 6 to p¢41 and 6, noting that by the equalities
between these functions and (14) we need only modify the values p,(n) and 6;(n, m) when n is an
ancestor of u; and m is an ancestor of a;.



GABA-I (Learning rate : 77 > 0; Model parameter: ¢ € (0,1))

0. Construct binary support tree C via CONSTRUCTBST-C algorithm (see Figure[T).
1. Vleafn € C,Vi,j € {0,1}, ou(n,i,j) < [i # j]é1 + [i = j](1 — ¢)1;
2. Ford=1,2,...,h—1,Vn € Catdepth h — d, Vi, j € {0,1},do
a1(n, 4, 5) < Ypeqo,1y @1(An), i, k) © o (>(n), k, 7);
Fort=1,2...7T,do
3. ¥d € [h] U {0} 4,4 ¢ ancestor of u, at depth d in C;
4. Vi€ {0,1}, B (vt0,i) « 1+ [i =0)(K —2))1/K; Vi€ {0,1}, B (vi0,i) « 1;
5. Ford=1,2,...,h,do
(@) ifve,g = <(v,q—1) then Vi € {0,1}
L B (Vi,d,1) < B (Vt,a-1,1);
ii. B (V,d,%) < 201y @t (>(Vt,d-1),1,5) © By (Ve,a-1,7);
(b) if g = >(vr.q_1) then Vi € {0,1}
i By (Vt,a,) B (Ve,a-1,1);
ii. BT (ve,a,9) ¢ Xjepo1y B (Vea-1,5) © au(<(ve,a-1), J,9);
6. Pt < (1/K) 3,01y B (en, 1) © ae(ven, 1,4) © By (ve.n, 1);
7. Predict a; € [K] with probability P [a; = a] = pr.a /||t 13
8. Receive /; q,
9. Va € [K], cra = exp (—nla = a:llra, |Pell1/Pe.a); 7 = (|Bellrce)/ (B - e):
10. Vi € {0,1}, ats1(Ven,1,i) + 7 © ae(ven, 1,1);
11. Vi € {0,1}, auy1(ven,0,1) < ar(ven,0,19);
12. Vn € C\ {vr,qa | d € [ U{0}},Vi,j € {0,1}, asy1(n,i,j) + ax(n,i,j);
13. Ford=1,2,...,h—1,doVi,j € {0,1}
a1 (Ve (h—a), 6 ) < Ppeqo,1y et (AW, (h-a)), 1, k) © Qg1 (Ve (n-a)), K, 5);

Figure 3: GABA-I Algorithm

GABA-II (Learning rate: n > 0)

0. Construct binary support tree C via CONSTRUCTBST-C algorithm (see Figurem).

1. Construct a full perfect oriented binary tree 3 with height g := [log, (K)], whose first K leaves represent
the actions [K]; Set r to be the root of B;

2. Vvertex n € C:

(@ pi(n) «1; Vlieafm e B, ifm € [K]then6;(n,m) < 1;else 61(n,m) < 0;

(b) Vde {1,2,...,g9},Vm € Batdepthg —d, 01(n,m) := 61(n,<(m)) + 01(n,>(m));
Fort=1,2...7T,do

3. Draw §; from f}(u¢) with prob. P [6; = n] o< ue(n)8e(n,r); (o < 13

Ford =0,...,g9—1: draw (; a+1 from {<({¢,q),>(Ce,q) } with prob. P [, a41 = m| o< 0¢(5¢, m);
Predict a; < (.43
Receive /; q,
Pt D ncniug) (MO, 7); 00 4= 30, o,y He(M)O(n,a0); Ne <= exp(—nle,a, e/ 0r);

Vn € f(u):

@ prr1(n) < pe(n)e/ (e — (1= Ae)oe)s  Oe1(n, az) = Aebi(n, ar);

(b) Ym € B\ f(at), 6Oiyr1(n,m) = 0:(n,m);

(c) For d= 1,2,... g: 9t+1(n, gt,(g—d)) — 9t+1(n, Q(Ct,(g—d))) =+ 0t+1(’l’L, D(Ct,(g—d)));
9. Vn € C\ M(ue), pet1(n) := pe(n);  Vm € B, 0ip1(n,m) := 0:(n,m);

2 [ B; e

Figure 4: GABA-II Algorithm



4.3 Parameter Tuning

A limitation of the GABA-I regret bound is that it is dependent on knowing the optimal values of the
parameters ¢ and 7, and for GABA-II on the parameter 7. In the following, we will 1) sketch how to
autotune ¢ at little cost and 2) autotune 7, however at essentially the cost of moving ¥(y) outside of
the square root.

We first sketch how to automatically tune the parameter ¢ that appears in GABA-I. Assume, without
loss of generality, that IV is an integer power of 2. The idea of our tuning method is that since ¢ is
unknown we will “mix” over possible values of ¢ € [0, 1]. In fact, at little cost in regret it is sufficient
to just mix over the exponentially increasing values of ¢ = 2/N,4/N,8/N, ..., N/N . Thus each
specialist is split into log, IV specialists, so that the new distribution over specialists is

1 1
wi(se) = Tog, ¥ x validl(s) x K X startfactor(s) x (1 — @)V —1—eut(s) geut(s)

where 3 o sero/na/n,.. 13 W1(5g) = 1. Implementing this efficiently is similar to the implemen-
tation of GABA-I, except that we now have log, IV copies of the BST C, each initialized with a
different value of ¢. On each trial the computed values from the log, IV copies of the BST C are
summed to find the prediction vector. After receipt of the loss, all copies of the BST are updated as in
GABA-I. The regret bound of this autotuning with respect to ¢ is equal, up to an O(/log(log(N)))
factor, to that of GABA-I with the optimal ¢, but comes at the cost of an additional O(log(V)) factor
in the computation time.

Now that we have shown how to automatically tune ¢ in GABA-I we are left with the learning rate n
in both algorithms. We first note that, with any 7, the regret of both algorithms is Y /n + nKT/2,
where T is the robustified resistance weighted cutsize ¥ (y) multiplied by logarithmic terms (one

in GABA-I and two in GABA-II). By setting n = /2/KT we get aregret of (T + 1)\/KT/2. In
addition, if 7" is unknown then a doubling trick can be performed with this result to get a regret bound
of O(YV KT) with no parameters needed. We compare this to the regret bound of O(v Y KT) that
comes from the optimal tuning of 7). It remains an open problem to bring Y inside the square-root.

Even with the above knowledge-free tuning of 7, our methods improve over the baseline comparator
of running an independent EXP3 algorithm for each of the /V users in many natural scenarios. Recall

that in this case the induced regret is then O(v NKT) (see (2)). Consider a very large social network
where the bandit problem is to show 1-of-K advertisements (for simplicity assume K € O(1)) at
the nodes (users). Now consider the case that each user is served at most one advert, i.e., there is at
most a single trial for any given user. Since N > T' the bound of the baseline is now the vacuous
regret O(T'). We can intuitively see that this analysis is correct since the baseline algorithm is now
just picking a single “uniformly at random” advertisement from [K] for each user independently.
However, observe that when ¥(y) € 6(v/T) we get O(U(y)v/T) C 6(T), which is non-vacuous.
Intuitively, GABA-I/II may achieve this result since algorithmically they are exploiting the network
structure.

5 Conclusion

We considered a contextual, non-stochastic bandit problem in which the finite set of contexts (a.k.a
users) form a social network and the inductive bias is that if the social link between two users is
strong then actions that perform well for one of these users are likely to perform well for the other.
We gave two highly efficient algorithms for this problem, both with good regret bounds. Since this
work is theoretical in nature we cannot foresee any potential negative societal impacts.

In the future it may be interesting to investigate extensions of our algorithms to the stochastic setting,
as well as continuous bandit settings. Finally, it would be valuable to study potential applications of
our algorithms, with large scale recommender systems being a natural candidate. On the theory side
our bounds are based on an exponential potential function. Improved adversarial regret bounds were
proven for an alternate potential function in [19] and it is an open question if our techniques can be
extended to that potential.

Acknowledgements. Mark Herbster was supported by the U.S. Army Research Laboratory and the U.K.
Ministry of Defence under Agreement Number W911NF-16-3-0001. Stephen Pasteris and Massimiliano Pontil
were supported in part by EPSRC Grant N. EP/P009069/1 and SAP SE.
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Technical Appendices

In the following appendices we provide proofs and additional background for all results in the body
as well as an extended literature review. In the following appendix we provide a synopsis of our
results and analyses as well as a brief guide to the remaining appendices.

A Synopsis

In this work we provided two novel algorithms GABA-I and GABA-II (see Figures [3] and [4] re-
spectively). We gave their regret bounds in Corollaries [ and [5] We lightly discussed their time
complexities in the main body of the paper and we elaborated on that discussion in the lead-in to
Propositions [24{ and In this section we provide a very brief overview of the supporting analysis.

Step 1: Embed user graph G to a random spanning tree 7 (see Figure[T).
Step 2:  Embed random spanning tree 7 to a linear order £ (see Figure/I)).
Step 3:  Choose a prior w () for GABA-I (7)) or GABA-II (9) aligning with the ordering L.

Observation: Corollaries ] and [5|rely only on the above steps. ‘

Step 4: Construct from linear order £ the binary support tree C (see Figure|l).

Observation: The tree C is the “skeleton” of the data structures that
underpins the algorithms GABA-I and GABA-II.

Figure 5: A Schematic Overview

There are two technical tools that underly the regret analysis and the fast algorithms. The first tool is a
sequence of embedding steps that produce a “binary support tree” (BST) C and a linear embedding £
from the user graph G. The second tool is the SPECIALISTEXP algorithm (see Figure[2)) and its regret
bound in Theorem [3] We give a four step schema in Figure [5| which shows how these tools interact.
The linear embedding provided by Steps 1 and 2 reduces (with approximation guarantees) the user
graph to a linear ordering. This construction is used at Step 3 to map the priors in Equations
and (9) to the ordering. Then, using these priors with Theorem 3] the proofs of Corollaries 4| and[3]
follow in conjunction with the approximation guarantees given in Lemmas [2{and [36} the latter lemma
is needed for the analysis of GABA-II only. By using the priors “directly” we would have per
trial prediction and update times of ©(K*) and ©(KN) for the GABA-I and GABA-II models,
respectively. This motivates Step 4 which gives the basic data structure, a BST, upon which more
elaborate data structures are then built that enable the algorithms GABA-I/II to speed-up predictiorﬂ
to O(K In N) and O(In(K) In(NV)) time, respectively.

For GABA-I, from a bird’s eye perspective we may understand the computational motivation behind
the BST as that since we have a linear ordering over N users then to perform belief propagation
directly it will require © (V) time per action per trial. However, on the BST no two users are more
than 2 log N vertices apart. Thus by caching partial computations “in” the BST we may “online belief
propagate” in ©(log V) time per action per trial. For GABA-II, however, the algorithm does not
resemble belief propagation, rather it may be interpreted as a simpler “message passing” algorithm
where there is a natural mapping between the vertices of the BST and the specialists themselves. The
proofs of our results are contained in the remaining appendices whose structure we outline below.

As background we expand on our literature review in Appendix |B| In Appendix [C| we provide a
proof to Proposition[I] We then give notational conventions that hold in the remaining appendices
in Appendix D} In Appendix [E]we give the pseudocode and overview the analysis of the PROTOGABA
algorithm. This algorithm is essentially a special case of SPECIALISTEXP. However, the notational
conventions of the PROTOGABA algorithm will prove to be more natural for the data structures

“Note that the GABA-I/II algorithms do not take as explicit input the prior distributions. Rather they are
prediction-equivalent to SPECIALISTEXP with the correct prior.
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used in the GABA-I/II algorithms. The pseudocode and more detailed overviews of the GABA-I/11
algorithms are given in Appendices [F]and [G]respectively. We then provide all (remaining) proofs in
the appendices [H] [l and I}

B Expanded Literature Review

In order to give more background we expand on literature review in the the main body.

There has been much work in the multi-user setting for linear-stochastic bandits. In this setting
(the pure stochastic setting being a special case) each user has a weight vector and on each trial we
need to choose an action from a given finite set of context vectors which varies over trials: the loss
on a trial is equal to the inner product of the selected context vector and the weight vector of the
current user, plus some zero-mean random noise. Out of these works, those closest to us are when
the users are in a known social network and it is assumed that neighbouring users in this network
are likely to have similar weight vectors [21} 22} 23 24} 25| 26] but as far as we are aware no works
on this model have so far been done in the adversarial setting. Other works on this topic include
those in which no social network is given but it is assumed that there is an unknown clustering of the
users, sometimes dependent on the context, and all users in a cluster have the same weight vector
or respond to the context in the same way [27, 28} [29] 30, 31}, 132} 133} 134} [35]]; those in which the
norm of the difference of the weight vectors between any two users is bounded [36, [37], sometimes
by the weight of the corresponding edge in a social network [38]]; those in which the user weight
vectors are equal to an unknown global vector plus a user-specific random vector [39]; those in which
the user weight vectors evolve over time by linearly incorporating weights of neighbouring users
[40]; those in which each user’s weight vector is a linear combination of a set of unknown vectors
[41]; those in which the users are unrelated but the actions have, in addition to the observed context
vector, hidden features/components [42]]; and those in which, when an action is selected for a user,
the loss is observed for all its neighbours also [43]. Another multi-user topic is in the works [[78,[79]]
in which users either like or dislike items (the suggestion of an item being the action) but we can’t
suggest the same item to a user twice: when a new item is selected its like-dislike vector (over users)
is drawn uniformly at random from some probability distribution which has constraints on it. There
is also a multi-user adversarial bandit problem which is a special case of the combinatorial bandit
problem [80, 181} 182]], where on each trial actions are selected for all users but only the total loss is
observed. The above works all assume that the bandit problem for different users is different (i.e.
not all users have the same weight vectors or best actions) and the algorithm is centralised: another
line of research is multi-user bandit problems (both stochastic and adversarial) in which the users
are collaboratively trying to solve the same problem but the algorithm is distributed in that there is
limited communication between users over the social network [[44) 145|146, 147, 148149, 50]. Related to
the multi-user setting are works on transfer learning and meta-learning with linear-stochastic bandits
[51,152].

Whilst our work assumes a known network structure over the users, there is a wide literature on bandit
problems in which the actions are structured in a network and it is assumed that neighbouring actions
give similar losses [53} 54,155,156 57, 58} 159} 160] or that when an action is selected, the losses of its
neighbouring actions are revealed [61,162] sometimes contributing to the incurred loss [63]]. Related
to this is the work of [83] in which contexts and actions are vectors, with each component being of a
finite set of values. In this work, each component of the context and action vector corresponds to
a node of a given graph and the expected reward of a context/action pair is defined via a graphical
model on the graph. There is also the work [84] in the stochastic setting where we have users and
actions and there is a known metric space over all feasible user/action pairs such that the difference
between the mean rewards of two user/action pairs is bounded by the distance between them.

Since, in our work, the best action varies over the users and is assumed to be similar for neighbouring
users, our work is related to non-stationary linear-stochastic bandits where the user’s (often a
single user) weight vector varies over the trials but is assumed to be similar for neighbouring trials
(85,186 187, 188]]

We now cite the works that haven given us the mathematical tools to formulate our algorithms.
Both our main algorithms GABA-I and GABA-II are efficient implementations of instances of our
underlying algorithm SPECIALISTEXP which is dependent on a weighted set of subsets of users and
is a combination of ideas from [18 15, [16}89]. Also, in order to define the weighted set of subsets
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that is input to PROTOGABA , as well as performing the implementations themselves, both GABA-I
and GABA-II linearize the social network as was introduced, in the machine learning context, in
[13,14]]. GABA-I then utilises ideas from [16,64] whilst GABA-II utilises ideas from [65]].

C Proof of Proposition ]|

First we recall Proposition[T|and then prove it.

Proposition[I} Consider an unweighted graph G partitioned into G clusters and a labeling function
y(+), where each cluster is an n-clique and, if u, v are vertices in the cluster, then y(u) = y(v). For
any pair of such clusters C,C" C G, suppose that there are "=*

with the nodes of C'. Then we have ®(y) € O(G).

Proof. Let C := {C1,Cy,...,C¢q} be the set of all clusters. For each inter-cluster cut-edge {v;, v;},
where v; € C; and v; € C;, we show how to find ©(n) edge-disjoint paths of constant length in G
connecting v; with v;. Such paths can be partitioned into G' — 2 equally sized sets, where each of such
sets contains “z= 1 paths passing through one of the clusters in C \ {C}, C;}. This way, by applying
the rule of resmtors in parallel combined with Rayleigh’s monotonicity, we have that the effective
resistance between u and v is upper bounded by O (). On the other hand, we have “=* ($)-many

inter-cluster edges in G, which gives us a total effective resistance ®(y) bounded by O(G).

For the sake of simplicity, assume that there are at least 3 clustersﬂ Consider any cluster Cj €
C\{C;, C;}. Let V; , and V; , be the subset of nodes of C}, that are incident to edges connecting Cy,

with C; and C, with C; respectively. For each node u € V; j, U Vj 1, let d’, and d’, be the number of
edges connecting u with the nodes of C; and the nodes of C; respectively.

We first show that we can connect the nodes of V; ;, with the nodes of V};, through "T_l edge
disjoint-paths of length at most 2 lying all within C}, ﬂ Each node u € V; j, is connected with the
nodes V; ;. through d’,-many edge-disjoint paths of length at most 2 within Cj,. Symmetrically, these
edge-disjoint paths connect the nodes of V; ;. with the nodes of V; ;. in such a way that each node
v € Vj 1 is a terminal node of d/,-many of such edge-disjoint paths.

In the simplest case scenario, if |V; x| = 25 |W il = ; and V; , NV, = 0, then we can
immediately find ”G edges (edge disjoint paths of length 1) lying within Cy,. If V; , NV, # 0,
we can create min(d’,, d7,)-many paths of length 0 for each node u € V; . N V; ;.. If we have instead
that |[V; x| < 254 or |V; ;| < =%, then we can always exploit the clique structure of the cluster to
create new paths of length 2 lying within C%. To see how, consider for instance the extreme case
where |V ;| = 1, |V x| = 1 and V; ;, NV} ;, = 0. The clique structure ensures that we can connect
the nodes in V; ;, and Vj ;, through 1 edge plus % — 1 edge-disjoint paths of length 2 all within
Cy. For the paths of length 2 we use "T_l — 1 other nodes of C}, that are not terminal nodes of such
paths (i.e., they are the nodes in the middle of these paths) This poss1b111ty is guaranteed by the fact

"_ =2+ "5~ — 1. Finally, if |V | < "z or\V”\< andVZkﬂij#@then as
we mentioned above, we can exploit each node u € V’ NV to create min(d!,, dJ,)-many paths of

length 0, which makes the problem easier. Notice that, whenever V; ,, NV} 5, # 0, the problem can
min(d’,, d? )) -many edge-disjoint paths within C},

ur 'u

be reduced to finding just ("51

u€V; 1NV k
connecting the nodes in V; ;, and V j,

Now we show how to connect v; (resp. 11]) with the nodes in V; j, (resp. V; ) by & el edge disjoint
paths of length at most three, for each & in turn (so that all paths are edge-disjoint). Without loss of
generality, we will focus on C; and v;. We proceed incrementally by connecting one by one each
node u € V. (forall k € [G] \ {4, 4} in turn) to v; through d’, paths via the following algorithm.
For all edges {w, u} where w € C; we create a path as follows:

>If there are only 2 clusters, then it can be shown that ®(y) € O(1) by using a very similar argument.

%In the special case a node of Cy, is incident to an edge connecting C; with C, and one connecting C, with
Cj, then we view it by convenience as a node of a path of length 0 belonging to C}. Clearly such special path is
edge-disjoint from any other path lying in C; because it does not have any edge.
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o If w = v; then our path is (v;, u).

* If w # v; choose anode v € C; \ {v;} which hasn’t been a “middle node” of any path so
far. We have two cases:

— If w = v then our path is (v;, v, u)
— If w # v then our path is (v;, v, w, u)

The node v is called the “middle node” of our path, so can’t be selected as the middle node
of any future path.

It is easy to verify that all the paths formed exist and are edge disjoint, and that we have n — 1
possibilities for middle nodes. Note that we need to use at most ”51 middle nodes for each cluster

Cy € C\{C;, C;}. Since the total number of clusters is G, we then need to have (G —2) ”T’l <n-—1,
which is always true.

Thus we can ensure that, for all inter-cluster edges {v;, vj} where v; € V; and v; € V}, there exist

(G-2) % = ©(n) edge-disjoint paths formed by, for all k, concatenating the edge-disjoint paths

from node v; into V; i, the edge-disjoint paths lying within C}, , and finally the edge-disjoint paths
from node v; into Vj ;. . The total length of each of such paths cannot therefore exceed 3 42 +3 = 8,
which concludes the proof. O

D Conventions

In the following we present some conventions which lighten the notation of the main body as well as
introduce the subroutine structure shared by the three algorithms PROTOGABA and GABA-I/II.

In order to make our pseudocode clearer, the learning algorithms we present each have three subrou-
tines: Initialization, Prediction(-), which returns an element of [K|, and Update(-). The learning
protocol (i.e. the sequence of subroutine calls) is given in Figure[6]

Learning Protocol

1. Initialization

2. Forallt € [T] in order:
(a) a; < Prediction; (u;)
(b) Update,(¢;,,)

where {u; |t € [T]} C [N]and {£; |t € [T]} C [0,1]¥ are arbitrary, fixed a-priori, and unknown
to the algorithm.

Figure 6: Learning Algorithm Protocol

We recall that y is an arbitrary function from the users [N] to the actions [K]. We abbreviate the
Robustified Resistance Weighted Cutsize (see (8)) ¥(y) to ¥ and we recall the expected regret
notation (see (3)),

R(y) =K Z (et’at - gt,y(ut)) ’

te[T)
which we abbreviate to R.

E SPECIALISTEXP and PROTOGABA

We first introduce the algorithm PROTOGABA of which the GABA-I/II algorithms implement
instances of. PROTOGABA takes as input a set £, of subsets of [N], and a probability distribution o
over £, and runs SPECIALISTEXP with initial weights defined as follows:

* Given U € £ and a € [K], the specialist that predicts a whenever u; € U and abstains
otherwise is given initial weight o(U)/K .
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PROTOGABA Subroutines

The PROTOGABA algorithm takes a parameter 7 € R* and a set £ C 2] along with a function
o : & — R* satisfying:
> oU)=1

Initialization :
1. ForallU € £and all a € [K]:
@ r1(a,U) < o(U)/K .

Prediction, (u;) :
1. Foralla € [K]setpia < D peguy,ev (@, U).
2. Draw a, from [K] with probability P [a; = a] & p.q .

3. Return a; .

Update, (¢, q,) :
L. A <= exp(—nle,a, [|Ptll1/Pta,) -
2.z« [[pellh/(lpells = (1 = A)pra,) -
3. ForallU € £and alla € [K]:
(a) Ifuy ¢ U then kyq(a,U) := ke(a,U).
(b) fu; € U:
i. If a # ay then key1(a,U) + zi64(a,U).
ii. If a = ay then K441 (a, U) < zehere(a, U).

Figure 7: PROTOGABA Subroutines

* If there does not exist such a U and a then the specialist has initial weight 0.

The subroutines of PROTOGABA are given in Figure[/| We shall now bound the regret of PROTO-
GABA, noting that all results are proved (in order) in Appendix [H] Note that Theorem 3]is proved in
exactly the same way but replacing A by S and replacing the set [K] x £ by the non-zero weight
specialists.

The regret bound of PROTOGABA depends on any set A C [K] x & satisfying the following
conditions:

Definition 6. Take an arbitrary set A C [K| x & such that:

o Forall u € [N] there exists a unique pair (a,U) € Awithu € U .
» Forallu € [N]and (a,U) € Awithu € U, we have that a = y(u).

We begin our analysis by bounding the expected “progress” on each trial:
Lemma 7. Forallt € [T] we have:

/€t+1(a, TJ) 7]2
E N 7 > B — — .
Z ln( re(a,U) ) 21 (Bl = by) 2
(a,U)eA

We will utilise the following inequality:

Lemma 8. We have:

> (JAlrria(e,U)) 0.
(a,U)eA
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Lemmas [7]and [§]lead to the following bound on the expected regret:

1 K nKT
Rt S () 1
1o, o)) 2

Theorem 9. We have:

F GABA-I

We now introduce and analyse our algorithm GABA-I which has a per trial time-complexity of
O(K In(N)), a space complexity of O(K N), and a regret bound of O (, /In (£X) \IIKT) . The

subroutines of GABA-I are given in Figure[8] We shall now outline the proof of the bound the on
regret of GABA-I, noting that all results are proved (in order) in Appendix [Il For simplicity assume,
without loss of generality, that for all u € [N] we have that u is the u-th leftmost leaf of C.

We will show that GABA-I implements PROTOGABA with the following choice of £ and o :
Definition 10. Foralli,j € {0,1} we define:

szfl([[j11]+<1[1(> [7 =0

Tig = oli # j1 + (1 = 9)[i = ]

and:

For GABA-I we set:
& =2l

and for allU € & we set:

a(U) = liev] H TueU],Ju+1€U]-
u€[N—1]

The following lemma states that, as required, ¢ is a probability distribution over &:

Lemma 11. We have that o is a probability distribution, in that:

Z o(U) =1.

ve¢&

We will show that the function k., constructed in PROTOGABA , is equal to the function & that is
defined as follows:
Definition 12. For all t € [T + 1] we define a function k; : [K| x & — RY inductively as follows.
Forall (a,U) € [K] x &:

e 51(a,U):=0(U)/K ‘

Re(a,U) ifuy ¢ U

e Forallt € [T] Rep1(a,U) = {7715 ki(a,U) otherwise
,alht\ @, '

To quantify the vector valued functions o , 35~ and 3;” we need the following definitions:
Definition 13. Forallt € [T], u € [N] and a € [K] define:

ft,u,a = H Ts,a-

s€ft—1]:us=u

Definition 14. Given u,v € [N + 1] with u < v let I(u,v) be the set of functions that map the set
{weN|u<w<wv}t{0,1}.

Definition 15. Given f € I(u,v) for some u,v € [N + 1] with u < v, and some a € [K], let:

Galf)i= I Treosesn[f@) = 0]+ [f(w) = & ua)-

weNu<w<v
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GABA-I Subroutines
GABA-I takes parameters 7 € R* and ¢ € [0, 1].

Initialization :
1. Construct BST C as in Section2.2].
2. Forall leaves n € C:
@ Vi,j € {0,1}, (i, ) + [i # j161 + [i = 511 — @)1
3. Forall d € [h — 1] in order:
(a) For all verticesn € C atdepth h — d:
i Vi,j €{0,1}, a1(n,i,j) + Zke{o,l} ai(<(n),i, k) © a1 (>(n), k, j) .

Prediction, (u;) :
. Foralld € [h] U {0} let v 4 be the ancestor (in C) of u; at depth d.
2. Vi€ {0,1}, B (v 0,1) <~ (1 + i =0](K — 2))1/K.
3. Vie {0,1}, B7 (ve,0,0) 1.
4. For all d € [h] in order:
(@) If vy q = (4 q—1) then:
i. Vi € {0,1}, B (Ve g, i) < B (Vea—1,1) -
ii. Vi €{0,1}, B (v,a,%) ¢ Xjeqo,1y 4 (P(Va-1),%,5) © B (V,a-1,7) -
(b) If Vgd = D(Vt’dfl) then:
i. Vi e {0,1}, B (v g, 1) < By (Vi,a-1,1) -
ii. Vi €{0,1}, BF (vt,a,%) Zje{o,l} Bi (vt,a-1,73) © e (A(v,d-1), 7, %) -
5. Pt (1/K) Zie{o,l} ,Gf:(l/t’}“ 1) © at(VtJH 1, Z) © ﬁ?(yt,hv 7’) .

6. Draw a, from [K] with probability P [a; = a] & Diq -

—_

7. Return a; .

Update, (¢;4,) :
L Va & [K], cua  exp (—nlla = aillha, 1Bl /Pra) -
2 7t e (IBilhen) /(B e0).-
3. Vi € {0,1}, ap1 (v p,y 1,7) o8 © o (vep, 1, 1) .
4. Vi € {0,1}, a1 (ve,0,0,0) := o (v, 0,7) .
5. Foralln € C\ {ryq|d e [h]U{0}}:
(@) Vi,j € {0,1},a411(n,4,75) := azr(n, 4, 7).
6. Forall d € [h — 1] in order:
(@) Vi,j € {0,1} set ayi1(vy,(h—a), i, J) < Zke{o,l} a1Vt (h—a)): 5, k) ©
o1 (> (h—a))s K, J) -

Figure 8: GABA-I Subroutines
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To prove lemmas[T7 and[I8] we will need the following lemma:
Lemma 16. Giveni,j, k € {0,1}, u,v,w € [N] withu < v < w, and a € [K| we have:

Yo alh) ] | Do Qalf) | = D Quals)

feF fec feHd
where:
« Fi={fel(u,v)]| flu)=1i,f)=j}
s G:={fellv,w)]| flv)=7,f(w)=k}
« H:={f cI(uw)| f(u) =i, f(v) =], f(w)=Fk}.

We now quantify the vector valued function o, :
Lemma 17. Forall t € [T] U {0}, all non-root vertices n of C, all i, j € {0,1} and all a € [K] we

have:
a(ni,fa= Y Qalf)

fEAL(n,3,5)

where:
Ai(n,i,7) == A{f € I(4(n),»(n) + 1) | f(«a(n)) =i, f(>(n) +1) = j}.

Lemma [I7]now allows us to quantify the vector valued functions 3;~ and 3; . We note that the
following lemma is proved via induction over d .

Lemma 18. Forallt € [T], d € [R]U{0}, i € {0,1} and a € [K] we have:
[ (Vt,dy1)a = Z Qialf)

feEBT (vt,a,1)

where:
B (v,a,1) :=={f € I™(vt,a) + L, N +1)| f(»(vra) +1) =i}
and:
B (V,d,1)a = Z t51)Q,a(f)
fEBF (vt,d,%)
where:

B (v,a,1) == {f € I(L, 4(vi,a) | f(A(vea)) = i}.

Lemmas [I7]and[T8]allow us to write the vector p; in terms of the function &, :
Lemma 19. Forallt € [T) and a € [K] we have:

Pta = Z Ri(a,U)

Ue&:ueU

Lemma [T9]implies that GABA-I does indeed implement PROTOGABA :
Lemma 20. GABA-I implements PROTOGABA with £ and o defined as in Definition

We choose, as required in the analysis of PROTOGABA, the set A to be as follows:
Definition 21. We define:

A= {(a,{u € [N]|y(u) = a}) | a € [K]}.

The following lemma states that A4 is valid:
Lemma 22. We have that:

* For all u € [N] there exists a unique pair (a,U) € Awithu € U.

e Forallu € [N]and (a,U) € Awithu € U, we have that a = y(u).
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Lemmas 20| and [22] allow us to invoke Theorem [9] Noting that |A| = K, Lemma [2] allows us to
bound the expectation of the summation of In(1/0(a, U)) appearing in Theorem [9] leading to our
main result:

Theorem 23. Given ¥ < (N — 1)/4 and the parameters are tuned as:
b= AU /(K(N 1))

and:
_J10¥ In(KN/D)
=y KT
we have:

reo|fu(Y) wrr).

v
We now argue the per-trial time complexity of GABA-I. In the prediction algorithm
each of the O(In(N)) proper ancestors n of w; constructs four vector valued messages
B (n,0),B8-(n,1), 87 (n,0),8; (n,1), each taking a time of O(K) to construct. In the up-
date algorithm the values a;(n, i, j) are updated to a;11(n, 7, j), only being modified when n is one
of the O(In(V)) ancestors of u;. Since each such modification takes a time of O(K) we then have

the following proposition:
Proposition 24. GABA-I takes a per-trial time of O(K In(N)).

G GABA-II

We now introduce and analyse our algorithm GABA-II which has a per trial time-
complexity of O(In(K)In(N)), a space complexity of O(KN), and a regret bound of

@ (\/ In (%) In (%) VYK T) . The subroutines of GABA-II are given in Figure We shall

now outline the proof of the bound on the regret of GABA-II, noting that all results are proved (in
order) in Appendix For simplicity assume, without loss of generality, that for all « € [N] we have
that v is the u-th leftmost leaf of C.

We will show that GABA-II implements PROTOGABA with the following choice of £ and o :
Definition 25. For GABA-II we set:

£:={Un)|necy

and for allU € & we set:
1

oU) = SN 1"

Note that as |€| = |C| = 2N — 1 itis clear that o is a probability distribution over &£, as required.

We will show that, for all n € C and a € [K], the value k¢(a,}(n)), constructed in PROTOGABA, is
equal to the value <;(a,n) that is defined as follows:

Definition 26. For all t € [T] we define:
Zi= Py /(b — (1= Ap)or).

Definition 27. We define the functions Ry : [K| x C — [0, 1] inductively as follows. For all
(a,n) € [K]xC:

e Ri(a,n) :=1/K(2N - 1)
e Forallt € [T]:

- Ifn & N (ut) then Req1(a,n) = Re(a,n)
- Ifn € M(u) and a # a; then Rip1(a,n) = Zike(a,n)
— Ifn € (ut) and a = a; then Ry y1(a,n) = N\ ZiRqe(a,n).

We will define a vector p; from &, in the same way that p; is defined from x; in PROTOGABA :
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GABA-II Subroutines
GABA-II takes a parameter n € R .

Intialization :
1. Construct BST C as in Section2.2].

2. Construct a full, balanced, oriented binary tree B of depth ¢ := [log, (K )] whose first K
leaves are the actions [K].

3. Set r to be the root of B.
4. For all verticesn € C:
(@ pi(n) « 1.
(b) For all leaves m € B:
i. If m € [K] then 61(n,m) « 1.
ii. If m ¢ [K] then 61(n,m) < 0.
(c) Forall d € [g] in order:
i. For all vertices m € B atdepth g—d set 01 (n,m) < 61(n,<(m))+01(n,>(m)).

Prediction, (u;) :
1. Draw §; from {}(u;) with probability P [6; = n] o< ps(n)6:(n,r) .
2. Co1T.
3. Foralld € [¢g — 1] U {0} in order:
(a) Draw (¢ g4+1 from {<(Cs,q),>(Ct,q) } with probability P [¢; g+1 = m] o 0,(5¢,m) .
4. at < Cig-

5. Return a; .

Update, (4;q,) :
Loty = 3 e e (R)O(n, 7).
2. 0t Zneﬂ(ut) pe(n)0(n, ay) .

3. S\t <— exp(fnft’atd)t/gt) .
4. For all n € ff(uz):

(@) prer1(n) = pe()e/ (Y — (1= A)er) -
(b) 9t+1(n, at) < )\tet(n, at) 5
(c) Forallm € B\ f(a):
i. Oip1(n,m) :=60i(n,m).
(d) Foralld € [g] in order:
L Oe1(n, G y(g—a)) < Oegr (1, UGt (g—a))) + Oea1(,>(Ce (g-a))) -
. Foralln € C\ f(u¢):
@) pev1(n) = pe(n).
(b) Vm € B, 6:+1(n, m) := 0¢(n,m).

|91

Figure 9: GABA-II Subroutines
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Definition 28. Forallt € [T] and a € [K] we define:
Dt = Z Ri(a,m).

neC:nef(ug)
The following lemma states that GABA-II maintains a factorisation of the values % (a,n):
Lemma 29. Givent € [T], n € C and a € [K] we have:
i _ pe(n)bi(n, a)
Filam) = BN TR

The following lemma comes from how we update the values 6(n,m) :
Lemma 30. Givent € [T], n € C and m € B we have:

O¢(n,m) = Z 0¢(n,a).

ael(m)N[K]

Lemmas[29) and [30] then allow us to quantify the probability distribution that a; is selected from:
Lemma 31. Forallt € [T] and a € [K] we have:

ﬁta
Pla; = a]l = ——.
lae = al = 15,1

Lemmas [29|and [30|also allow us to quantify \; and Z; in terms of p :
Lemma 32. For allt € [T] we have:
_ —nly o |lp
A = exp ( n b t||pt||1)
pt,at

and: -
. [1P¢ ]|

Zt = T NI .
[Pellr — (1 = Ae)Pr.a,

Lemmas [31]and [32]imply that GABA-II does indeed implement PROTOGABA:
Lemma 33. GABA-II implements PROTOGABA with £ and o defined as in Definition 23]

We choose, as required in the analysis of PROTOGABA, the set A to be as follows:
Definition 34. Let A' be the set of all (a,n) € [K] x C such that:

* Forallu € {(n) we have y(u) = a.
* n is the root of C or there exists v € |(1(n)) with y(v) # a.

Then define:
A= {(a,4(n)) | (a,n) € AT}

The following lemma states that .4 is valid:
Lemma 35. We have that:

e For all u € [N] there exists a unique pair (a,U) € Awithu € U.
e Forallu € [N]and (a,U) € Awithu € U, we have that a = y(u).

Lemma 2] allows us to bound the expected cardinality of A :
Lemma 36. We have:

B[l < 49 log, ().

Lemmas [33]and [33]allow us to invoke Theorem [9 which, combined with Lemma [36] gives us our final
result:
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Theorem 37. Given ¥ < N/2 and setting:

_ |8Wlog, (eN/V¥)In (3K N /2V)
( \/ CRT

N KN
In{—|In(——|VKT|.
reo () n (%) wr)
We now argue the per trial time complexity of GABA-IL. In the prediction algorithm d; is first sampled
from the ancestors of w;, taking a time of O(In(N)). Then, in selecting a; , a path of length O(In(K))
in B is sampled, with each vertex taking a time of (1) to sample. In the update algorithm v, and
o+ take a time of O(In(V)) to compute and then the values pi¢(n) and 6;(n, m) are only modified if

n is one of the O(In(NV)) ancestors of u; and m is one of the O(In(K)) ancestors of a; , with each
update taking O(1) time. This gives us the following proposition:

Proposition 38. GABA-II rakes a per-trial time of O(In(K) In(N)).

we have:

H PROTOGABA Proofs

H.1 Proof of Lemmalf7|

Result. For all ¢ € [T] we have:

/Qt+1(a, U) K'r]2
E E In[ —————= >n(E — — .
! < ki(a, U) ) =1 ( ] gt’y(m)) 2
(a,U)EA

Proof:
Definition 39. Let p, := p./||p||1 and for all a € [K] let ¢; o = [ar = a] N + [ar # d]

Lemma 40. We have:
> (B0 ()
"‘@t(a, U) Ct - Pt

(a,U)eA

Proof. Let (y(ut), U’) be the unique pair (a,U) € Awithu; € U. Forall (a,U) € A\{(y(u¢),U’)}
we have us ¢ U s0 k¢41(a,U) = K¢(a, U) and hence In(k¢11(a, U)/ki(a,U)) = 0 so:

> w() e (b )
1 (K?t(y(ut)’ U')([ar = y(ue) ] \e + [ar # y(ut)ﬂ)zt)

re(y(ue), U')
=In((Jar = y(ue) A + [ar # y(ue)])2ze)

§ AR )
y(ug) ||pt||1 —(1- )\t>pt,at

. HptHl )
b,y (ut)

AtDt,a, + Zae[K]\{at} Pt,a

(
[

:m&”“) Ipels )
(

Ct,a,Pta, + Zae[K]\{at} Ct,aPt,a

P2
Ctyy(ur) ¢ Py
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=In (Ct’y(uf)>
Ct Pt
as required. O
Lemma 41. We have:

C [ K ?
E {m (“’Uﬂ > 1 (B ] = Lryun) = =5 -

Ct - Pt

Proof. Noting that, for all a € [K]:

Ct.a = €Xp (_n[[a fltﬂ L t)

DPt,a

we have:

In (Cf’y(ut))
Pt Ct

= In(cyy(u,)) — (P - ¢r)

= hl(Ct,y(ut)) —In Z pt aCt,a

a€[K]
_ 777|Iy(ut~) = ag]lt,a, —In Z Pt.a XD <77[[a f atVt,m)
Pty (us) a€[K] Pt,a
> 777[[11(1@) = at)lra, In Z Bre (1 _ nla = aityq, o *la = ad (Yr.q,)? > (15)
Pty (us) a€[K] pt a 2(1% a)
ug) = ag|ls.q a = at]|(4t,a, 2
-l =t [5G oS = ad, + Y Sl
Ptyy(us) a€[K] a€[K] a€[K] Pt,a

_ _nﬂy(ut) = atﬂgt,at “nl1- Z 77[[& — atﬂét,at + Z 772[[0’ = at]](gtyat,)Z

Proy(u) a€[K] aclK] 2Pta
_ 77)|Iy(ui) = atﬂgt,at o hl <1 o n€t7at + n2(€t,at)2)
Ptoy(us) 2Pt a
up) = ag]lia 2(ly.0,)?
2 _77[[1/( E) tﬂ t,ay "V—ngt,at _ n (~t’ t) (16)
Pty (us) 2pt,at
ol — nly(u) = arllia,  7°(lra,)?
e ﬁt,y(ut) Qﬁt,at

where inequalities (T3) and (T6) are since exp(—z) <1 —z +z?/2forz > 0andIn(l+z) < =z
respectively. This implies:

— 2 2
B | (S > > *l ) (it - M) =l _ Pl
b Pt y(ur) 2pt,a
~ ut) = a g o 2 g “ 2
= Zpt,a <net,mﬂy<f> Voo 7 lea)’)
a€[K] Dty(us) Dt,a
a uy) = all a Z a
=WZWM S Wralvln) = lfee _ 5 20)?
a€[K] pt»y(ut) ac K]
_ NPty )ty (s e 2)
=7 Z Pralia — TPty () Cyun) Z n*(lra)®
pt ,y(ue) aclK]
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=7 Z pt agta ngty(u,) Z 77 Eta

a€[K]
5 a)
=7 Z [ar = a] br.a, = Nlty(u) — Z )
a€[K]
" (.
= 1E [t,a.] = 1ty (ue) — Z Tt)
a€[K]
7
> 0 [le.a) = 1oyt = D B}
a€[K]
Kn?
= 1B [lra,] = nliyu) — —
as required. [
Lemmas 40 and A1]imply the result. [ |

H.2 Proof of Lemmal3l

Result. We have:
> In(JAlkri1(a,U)) 0.

(a,U)EA

Proof:

Definition 42. Given a finite set X let Ax be the set of functions f from X into R" such that
Peex fl@) =1

Lemma 43. Forallt € [T + 1] we have k; € A[g)xe

Proof. We prove via induction over ¢. For ¢t = 1 the result holds as:

Z k1(a,U) = Z %

(a,U)€e[K]xE (a,U)€[K]xE

*ZZ

KJUe€&

zgzl

a€[K]
=1.

Now suppose it holds for ¢ = s (for some s € [T]). We now show it holds for t = s + 1, completing

the proof. We have:
Z Rs+1 (aa U)
(a,U)e[K]xEuseU

D SEN PRRCRT NI SRR

UeE:u,elU a€[K]\{as}

= Z )\stns(as,U) + Z ZSKS(C% U)

Ue&:us,eU ac[K\{as}
=25 | As Z Ks(as, U) + Z Z Ks (a, U)
Ue&:us,eU a€[K\{as} Ue&us€lU
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SO:

as required.

= Zs Asps7a/s + Z Ps,a
a€[K\{as}

= Zs (Asp&as + (Ilps 1 *pS,as))

=zs (Ipsllh — (1 = As)ps,a.)

__ lIpslhy
=z

Zs
= [Ipsl

Z ks+1(a,U)

(a,U)E[K]XE

= Z "is+1(a7 U) + Z K5+1<a’ U)

(a,U)e[K]xEuseU (a,U)€e[K]xEusgU

= Z ks+1(a,U) + Z ws(a, U)

(a,U)e[K]xEuseU (a,U)E[K]xEusgU

= [Ipsll + > rs(a,U)

(a,U)€[K]xEusgU

= Y Peat > ks(a,U)
]

a€[K (a,U)€[K]xEus U

=Y Y k@D Y @D

a€[K|UeEuseU (a,U)E[K]xE:usgU
= Z /fs(aa U)

(a,U)E[K]XE
=1

Definition 44. We define the function k* € A(g)xe by:

» Forall (a,U) € Awe have k*(a,U) :=1/|A|.
* Forall (a,U) € ([K] x &) \ Awe have k*(a,U) := 0.

Lemma 45. We have:

S om0

(a,U)E[K]XE kr41(a,U)

Proof. Given a finite set X and functions f, f' € Ax, the value >+ f(z)In (

relative entropy and is hence positive. The result then follows by Lemma@(i.e. that k4 € A[ K]xE)
and the fact that 5* € Ax)xe

By taking limits we have x*(a,U)ln (k*(a,U)/kr+1(a,U)) = 0 whenever (a,U) ¢ A. By

definition of k* we then have:

1 /14|
— S (A (@0) =4 S 1n(>
(a,U)eA (a.U)eA Al kr1(a,U)

= ﬁ Z k*(a,U)In (K*(a’ U)

(a,U)E[K]XE

which, by Lemma[43]is bounded below by zero. This implies the result.

30

kr41(a,U)



H.3 Proof of Theorem[9

Result. We have:

Proof:

For all (a,U) € A we have:

(| Alrr+1(a,U)) = (| Alri(a,U)) = Y (| Alreri(a,U)) = (| Al (a, U)))

te[T]

- (i)

te[T]
B N ket (a,U)
- S5
SO:
S Alkra (@, 0) (A (@) = 3 3 (W)
(a,U)eA te[T] (a,U)EA A

Applying Lemma [7|then gives us:

2
B S W Aiera(@0) - (Al @ 0)| = Y (18] o) - 55

(a,U)eA te(T)
Kn?
= (”E [C.a0 = Loy(un] — 2)
te(T)
TKn?
= Z E [ét,af, - ét,y(ut)} - 2
te(T]
TKn?
= UE Z (€t7at - gt,y(ut)) - 9 5
te[T]
SO:
1 1 TK
E| Y (e —togw) | < B | Y Wl D)| = B Y W(dis(a,0) |+
te[T] N (a,U)EA N (a,U)EA

Applying Lemma [§]then gives us:

E {Z(&,at—ft,ywt))] g_;E{ S In(|Ali (a,U))
(

te(T] a,U)eA

TKn
+?,

and the definition of «; then gives us:

1 K nKT
E gat—f Ut SfE 1 +
] B I o R

,U)EA

as required. |
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I GABA-I Proofs

1.1 Proof of Lemma 1]

Result. We have that o is a probability distribution, in that:

Za(U):l.

Ue&

Proof:
Definition 46. For f : [N] — {0, 1} define:
o) =uw I mrwsw-
u€[N—1]
Definition 47. For U € & let vy : [N] — {0, 1} be such that for all u € [N] we have vy (u) :=
[ueU].

Since 19,0 + 701 = 1, 110+ 7,1 =1 and 7;; > O for all 4,5 € {0,1} we have that T is the
transistion matrix of a Markov chain. Since also ¢g +¢; = 1 and ¢; > 0 for all ¢ € {0,1}, we then
have, for all f : [N] — {0, 1}, that 6(f) is the probability of f in a Markov chain. This implies that

2 pN]={0,13 0 (f) = Lso:

Y o) = mevry [] mueviiricn

Ue& Ue& u€[N—1]

- Z byu (1) H Tyu (w) yu (u+1)

Ueé& u€[N—1]

- Z byy (1) H Tyu (w) o (u+1)

Ue2IN] u€[N—1]

= Z LE) H Tf (), f(ut1)

F:[N]—{0,1} uw€[N—1]

= > &

f:[N]1—{0,1}
=1

as required. |

1.2 Proof of Lemmalid

Result. Given ¢, 5,k € {0,1}, u,v,w € [N] withu < v < w, and a € [K] we have:

Do alh) ]| D 2alh) ] =D Qualh),

fEF fea feHd
where:
s F={fel(uv)| flu)=1i,f(v)=

s G={fel(v,w)]|f(v)=7,f(w)
e H={fel(u,w)| flu)=1,f(v)=

Proof:

J}

k}
3y fw) =k}

Given (f, f') € F x G let & ¢ be the function in H defined by &y /(v') := f(u) foru < v <w

and & p(v') == f'(v') for v < v < w. Note first that by definition of ; , we have, for all
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(f, ") € F x G, that Q ;i (f)Qq(f") = Qi ;(&f,5). Note also that the function (f, f') — &5 4 is
a bijection from F' x G into H. Hence, we have:

Do Qual) | [ D Qual) ] = [ D Qualh) | | D Qualf)

feFr yise feF feGg
= Z Z Qb0 (f)Qa(f")
feF f'eG
= Z Q0 (F)Qalf)
(f,fEFXG
= > Q)
(f,fEFXG
= > Qualfh)
fteH
as required. |

1.3 Proof of Lemma

Result. For all ¢ € [T] U {0}, all non-root vertices n of C, all 4, j € {0,1} and all a € [K] we have:
a(nijla= > Qalf),
feAi(nyi,j)

where:

Ai(n,i, j) == {f € I(a(n),»(n) + 1) | f(a(n)) =i, f(»(n) +1) =j}.
Proof:

Lemma48. Forallt € [T)U{0}, u € [N], i,j € {0,1} and a € [K], we have:
ar(u,i,5)a =Ti;([i = 0] + [t = 1]&t ua) -

Proof. We prove by induction on ¢. By the initialization algorithm we have that:

ao(u,1,7)q = Ti j
=7i,;([i =0] + [t =1])
=7i,j([i = 0] + [0 = 1]€0,u.a)
so the result holds for ¢ = 0. Now suppose the result holds for ¢t = s (for some s € [T] U {0}). By
the update algorithm on trial s and the inductive hypothesis we then have:

o If u # u, then:

aerl(uai»j)a = as(uvivj)a
= Ti,j(ﬂi = 0]] + [[’L = lﬂgs,u,a)

=7nili=01+7li=1 [ 7

g€ls—1]:u=uq

=7ili=01+7;li=1 J[ 7ga

gE[sliu=uq
=75t = 0] + 7ij[i = 1&s41,u.a
e If u = u, then:

O[S+1(’ll,7 ia j)a
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= [i = 0]as(u, i, j)a + [ = 1 7ms qas(u, i, )
= [i = 0]7i;([i = O] + [i = 1]&su,a) + [0 = ms,ami i ([ = O] + [ = 1]&s u,0)
=[i =0]7i; + [i = 1]7s,a7i j8s 00
=[i=0]r;+[i=1]7,7s.q H Tg.a
gels—1lu=u,
—[i=0r;+li=1r; [ 7a
gelslu=u,

= Tijli = 0] + 7i 5[0 = 15 ua
as required. O

Lemma 49. For all t € [T) U {0}, all internal, non-root vertices n of C, all i,j € {0,1} and all
a € [K] we have:
Oét('fl, iaj)a = Z Ozt(<](’fl)7 i, k)aat(b(n)a kvj)a .
ke{0,1}

Proof. We prove by induction on ¢. For ¢ = 0 the result is direct from the initialization algorithm.
Now suppose the result holds for ¢t = s (for some s € [T'— 1] U {0}). We now show that it holds
for t = s + 1, completing the proof. First, suppose n # v 4 for all d € [h]. Since, in this case, we
must also have that <(n),>(n) # v, 4 for all d € [h] we then have, by the update algorithm, that,
for k € {0,1}, asi1(<(n),i,k)q := as(<(n),i,k)q and as1(>(n), k, §)a = as(>(n), k, j)a so
hence, by the inductive hypothesis and the update algorithm:

as+1(n; ia j)a = as(”v i7 j)a

= Y os(€n), i k)aos(>(n), k, )a

ke{0,1}
= Z s+1(<(n), i, k)ass1(>(n), k, ja
ke{0,1}
as required. On the other hand, it is clear from the update algorithm that if n = v 4 for some d € [h]
then:
Ols+1(’ﬂ, i, j)a = Z as+1(<](n)a i, k)aas+1([>(n)v k»j)a
ke{0,1}
as required. O

With lemmas 8 and [49) at hand we prove the result by reverse induction on the depth of n (i.e. from
depth h to depth 1). We first consider the case that n is of depth h. In this case we have that n is a
leaf and have «(n) = »(n) = n. This means that I(«(n),»(n) + 1) is the set of functions from
{n,n+1} into {0, 1} and hence the set { f € I(«4(n),»(n)+1) | f(4(n)) =i, f(»(n)+1) = j}
contains a single function f with f(n) =i and f(n + 1) = j. We then have, by Lemma 48], that:
Qt,a(f) = Tf(n),f(n—&-l)([[f(”) = 0]] + [[f(n) = 1]]§t,n,a)
=73 ([i = 0] + [0 = 1]&n.0)
= Qy (nv ia j)a

as required. So the inductive hypothesis holds for n at depth . Now suppose the inductive hypothesis
holds for n at depth d (for some d € [h]). We now show it holds for n at depth d — 1 which will
complete the proof. For k € {0,1} let:

Fy = A(<(n), i, k) = {f € I(«(<(n)),»(a(n)) + 1) [ f(@(a(n))) =i, fF(»(a(n)) + 1) = k}.

and let:

Gy = A (>(n), k,j) = {f € I(4(>(n)),»(>(n)) + 1) | f(4(>(n))) =k, f(>(>(n)) +1) = j}.
Since <(n) and >(n) are at depth d we have, by the inductive hypothesis and Lemma 9] that:

at(naiaj)a: Z at(q(n)aiak)aat(b(n)ak»j)a
ke{0,1}

34



= > (Do) ] [ D] Qualh)

ke{0,1} \fe€Fk fEGy
Since »(<(n)) + 1 = «4(>(n)) we then have, by Lemmal[16] that:
at(nviaj)a - Z Z Qt,a(f)
ke{0,1} feI(«(a(n)),»(>(n))+1):f(4(a(n)))=i,f(4(>(n)))=k ,f(»(>(n))+1)=j

= > Q)

fel(«(a(n)),»((n)+1):f(a(a(n)))=i,f(»(>(n))+1)=j

= > Qta(f)

fEI(4(n),»(n)+1):f(4(n))=i,f(»(n)+1)=j
as required. |
L4 Proof of Lemma[iS]

Result. Forallt € [T],d € [h]U{0},4 € {0,1} and a € [K] we have:

B (Vea,1)a = Z Qa(f),

FE€BF (vi,a,%)

where:
By (vi,a,1) == {f € I(®(ve,a) + L, N + 1) | f(»(ve,a) +1) =1},
and:
ﬁf(Vt,d, i)a = Z Lf(1)Qt,a(f) s
fEBF (vt,a,1)
where:
B (ve,a,1) = {f € I(1, 4(v1,0)) | f(A(v1,a)) =i} .

Proof:

Lemma 50. Forallt € [T],d € [R]U{0}, i € {0,1} and a € [K] we have:

B7 (Veasi)a = ) Qualf).-

FEIW(ve,a)+1L,N+1):f(»(ve,q)+1)=i

Proof. We prove by induction over d. In the case that d = 0 we have that v 4 is the root so
»(1q) +1 = N + 1. From the algorithm we see that 577 (1v4,0,7), = 1 so we have, since
{ueN|IN+1<u<N+1}=0and{f € I[(N+1,N+1)| f(N+1) =i} contains the single
function f’ which maps N + 1 to ¢, that:
5?(Vt703i)a =1
= Qa(f)

= Z Qt,a(f)

FEI(N+1,N+1):f(N+1)=i

= Z Qt,a(f)

FEIW (v,0)+1,N+1):f (B (v4,0)+1)=t

as required. Now suppose the result holds for some d = ¢ (for some ¢ € [h — 1] U {0}) we now show
that it holds for d = ¢ + 1 which will complete the proof. We have two cases:

o If vy q11 = >(14,4) then from the algorithm we have 57 (vt g11,%)a = B (Vi,q,%)a SO
since in this case » (v 441) = »(1/,4) We have, by the inductive hypothesis:

B (Vegr1:8)a = B (Vg5 1)a
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= Z Qt,a(f)

FEIW(Ve,g)+1,N+1):f (B (ve,q)+1)=i

= > Qa(f)

FEI(™(vt,q+1)+1,N+1):f (> (ve,q+1)+1)=i
as required.
If v g1 = <(14,4) then for all j, k € {0, 1} define:
F_] L= At(b(yt,q)yiaj)
={f € {4 9), »((veq) + 1) | f(A(r1q)) =i, f(B((req)) +1) = j},
and:
Gik :={f €I + LN+ 1) | f(>(riq) +1) =7, f(N+1) =k},
From the algorithm we have:
6?(”t,q+1vi)a = Z at(b(l/t,q)vivj) 6t (Vt qrJ ) .
je{0.1}
From Lemma|17] we have, for all j € {0, 1} that:
Qy (D(Vt,q 7173 Z Qta )
feF;
and from the inductive hypothesis we have, for all j € {0, 1} that:

B?(Vt.,qaj)a = Z Qt,a(f)

FEI (vi,g)+1L,N+1):f (> (v1,q)+1)=]

= > Q)

fEGj,OUGj,l

= Z Z Qt,a(f) P

ke{0,1} fEG;k
so since »(>(v¢,q)) + 1 = »(14,4) + 1 we have, by Lemma|16} that:
B?(Vbq-klai)a

= Z Oét(D(Vt,q) )/Bt (Vt,q, )a

je{o,1}

= D> 2D D DD alh)
j€{0,1} \fEF; ke{0,1} f€G,

= > > X D] | D alh)
je{0,1} ke{0,1} \ f€F; feG;k

>, > ) Q. (f)

7€{0,1} k€{0,1} feI(A®(vt,q)),N+1):f(A(®(v1,q))) =6, f (> (v1,0)+1)=5,f (N+1)=k

= Z Qt,a(f)

Fel(A(®(vi,q)), N+1): f(4(>(v1,q)))=i

= > 0 (f)

FEI(A(ve,g))+1L,N+1): £ (> ((vt,q))+1)=i

= > a(f)

FEIM (vi,g+1)+1,N+1):f (B (ve,q41)+1)=1

as required.
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Lemma 51. Forallt € [T],d € [R]U{0}, i € {0,1} and a € [K] we have:
B (Vt,d,1)a = Z tr)yQalf)-

Fel(l,4(ve,a)):f(4(ve,a))=1

Proof. 'We prove by induction over d. In the case that d = 0 we have that v g is the root so €(v¢ 4) =
1. From the algorithm we see that 3;7 (14 0,%), = ¢; so we have, since {u € N|1 <wu < 1} = () and
{f€I(1,1)] f(1) =i} contains the single function f’ which maps 1 to 7, that:

B (V,0,1)q i= i
= LiQt,a(f/)

= Z LiQt,a(f)

feIr(1,1):f(1)=i

= Z LiQt,a(f)

JEI(1,4(vt,0)):f(4(ve,0))=i

as required. Now suppose the result holds for d = ¢ (for some ¢ € [h — 1] U {0}). We now show that
it holds for d = ¢ + 1 which will complete the proof. We have two cases:

* If vy g+1 = <(v4,q) then from the algorithm we have 3, (v q11,1)q = B (Vt,q,%)a SO
since in this case (v q+1) = 4(v14) we have, by the inductive hypothes1s

B (Vegr1,1)a = By (Vegr1)a

= > tr(1)Qt,a(f)
FEI(L,4(ve,q)):f(A(ve,q))=i
= > L)) Qt,a(f)

FEI(1, 4(ve,q41)): f (A(ve,q41))=0
as required.
* If vy g1 =>(14,q) then for all j, k € {0, 1} define:
Gj o= Au((vr9), 4, 1)
={f € I(a(<(ve,q), > (i) + 1) [ f(A(a(vq)) =5, F((alveq)) +1) =i},
and:

Fioj={f €I(1, 4(vy) [ (1) =k, f(A(viq)) = 5} -

From the algorithm we have:
6 (th+17 Z 6t thv )aat( (th)7.77 ) .
j€{0,1}
From Lemmawe have, for all j € {0, 1} that:
O‘t(q(yt,q)vj7i)a = Z Qt,a(f) )
fEG;
and from the inductive hypothesis we have, for all j € {0, 1}, that:
ﬂf(yt,quj)a = Z Lf(l)Qt’a(f)
FEI(1,4(ve,q)):f(A(Vt,q))=]

= Y 0 Qalf)

fEFoijFLj

ST vrualf),

ke{0,1} fEFy ;
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so since «(<(v,q)) = (vt 4) we have, by Lemma|16] that:
5;=<Vt,q+1, i)q

= Z ﬁ::(yt,qvj)aat(q(yt,q)vj7Z.)a

jefo,1}

= > | X 2 ][ 2 el
j€{0,1} \ke{0,1} fEF% ; fEG;

= Z Z Z Qtﬂ(f) Z Qt,a(f)
j€{0,1} ke{0,1} \fEFk,; feG;

>, > > Qalf)

7€{0,1} ke€{0,1} fI(1,>(A(vt,q))+1):f (1)=F, f (4(vi,0))=5,f (> (A(v1,q))+1)=i

= > Q0 (f)

FEIL,p(A(ve,g))+1):f (> (<(ve,q))+1)=i

= > Qa(f)

FeI(1,4(>(v,9))):f (A (vi,q)))=i

= > Qa(f)

FEI(L, 4(Vt,q41)):f(A(Ve,q41))=1%

as required.

The result then comes directly from lemmas [50]and [5T}

L5 Proof of Lemma 19l

Result. For all ¢ € [T] and a € [K] we have:

ﬁt,a = Z Rt(a, U) .

Ue:ueU

Proof:
Lemma 52. Forallt € [T) and a € [K] we have:

N 1
Pra= 3¢ Z Lr)Sa(f) -

FEI(L,N+1):f (ur)=1

Proof. Noting that u; = v j, and, since vy j, is a leaf, €(v; ;) = »(v,p) = 11, = u; we have, by
Lemma/18] that for all s € {0,1}:

B7 (s, )a = 3 Q1 alf)

fEI(ut+1,N+1): f(ur+1)=t

and:

Bf(ut,l)a = Z Lf(l)Qt,a(f)-
FEI(1ug):f(ug)=1
Also note that by Lemmawe have, for all ¢ € {0,1}, that o (u, 1,4)q = 71,i€t,u,,q- Hence we
have, by the prediction algorithm and definition of € , , that:

Kﬁt,a = Z ﬂf(uta1)aat(utalai)aﬁ?(utvi)a
1€{0,1}
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= B (s, Vo D au(u, 1,0)a B (us,i)a

i€{0,1}

- ﬁ;: (uta 1)(1 Z Tl,igt,ut,a Z Qt,a(f)
i€{0,1} feI(ut+1,N+1):f(ur+1)=i

=B (us;1)a Z Z (T1,:tue,0) e, (f)

1€{0,1} fel(u+1,N+1):f(us+1)=1

=B (un)a Y > Qalf)

1€{0,1} feI(uy,N+1):f(us)=1,f(us+1)=1

= /8;: (ut,1)a Z Qt,a(f)

fEI(ue, N+1): f(uy)=1

= Z Lf(l)Qt,a(f) Z Qt,a(f)
FEI(1,ug):f(ug)=1 feI(ue, N+1): f(uy)=1

= X > el | D > Dalf)
i€{0,1} FEI(Lue):f(1)=i,f (ur)=1 Je{0,1} fel(us, N+1):f(us)=1,f(N+1)=j

= 2 D Qa2 D Qalf)
i€{0,1}  fel(lue):f(1)=i,f(us)=1 JE{01} fEI(ue, N+1):f (ue)=1,f(N+1)=j

= > > u > Qt.a(f) > Qpa(f)

i€{0,1} j{0,1} fel(luy):f(1)=i,f(ui)=1 fel(uy, N+1):f(u)=1,f(N+1)=j
By Lemma [T we then have:

Kpta = Z Z ti Z Qt,a(f)

i€{0,1} j€{0,1}  feI(1,N+1):f(1)=i,f(ue)=1,f(N+1)=j

> D > L) 2a(f)

1€{0,1} j€{0,1} fFEI(1,N+1):f(1)=i,f (ue)=1,f (N+1)=j

= Z t1)Qt,a(f)

fEI(1,N+1):f(uy)=1

as required. O

Lemma 53. Givent € [T],a € [K],i € {0,1} and U € &, thenif f € I(1, N + 1) is defined so
that for all u € [N] we have f(u) := [u € &] and we have f(N + 1) := i then:

Lr1)Sa(f) = KRi(a, U)Tineuy,i -
Proof. We prove by induction on ¢. For t = 1 we have, for all u € [N], that &; ,, o = 1 so:

L) Qa(f) = tr) H T(u),f(ut1)81ua
u€E[N]

=t H Tf(u), f(ut1)
w€E[N]

= TR F(N+DLF(D) H Tf(u), f (ut1)
uw€[N—1]

= TINeU],it[1eU] H Tlue&],[u+1€£]
u€[N—1]

= Tiveu],io(U)

= Tivev],iKRi(a, U)
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as required. Now suppose the inductive hypothesis holds for ¢ = s (for some s € [T]). We now show
that it holds for ¢ = s + 1, completing the proof. From the fact that 541 4,0 = &s,u,q for all u # u,
we have:

Qerl,a(f) _ [[f(us) = 0]] + [[f(us) = 1]]§s+1,us,a
Qs,a(f) [[f(us) = O]] + [f(us) = lﬂgs,us,a
_ [us U]+ [us € UlSs41,u.a
[us € U + [us € Ul&supa

a7

so we have two cases:

s Ifu, ¢ U then, by Equation Qst1,0(f)/Qs,a(f) =150 Lf(l)Qs_,_l’a(f) = Lf(l)sta(f)
which, by the inductive hypothesis, is equal to K& (a, U)T[neyy,;- From the definition of
I%5+1(a, U) we have I%5+1(a, U) = Rs(a, U) SO Lf(l)Qs+1,a(f) = KRS+1(a, U)T[[NEU]},Z’
as required.

o If u; € U then, by Equation [17] Qs11,0(f)/Qs.a(f) = Est1ue0/Esmea = Tsoa
S0 Ly st1,a(f) = Ts,aty1)S2s,a(f) which, by the inductive hypothesis, is equal to
K oks(a,U)Tinev),i- From the definition of Agyi(a,U) we have Fgyq(a,U) :=
Ts,afis(a,U) 80 151)Qs11,a(f) = KEsy1(a,U)Tpnev),: as required.

O
By lemmas [52]and [53] we have:
_ 1
Pta = ? Z Lf(l)Qt,u(f)
FEI(1,N+1):f(u)=1
1
= i7d Z Z Lf(l)Qt,a(f)
i€{0,1} FEI(1,N+1):f(us)=1,f (N+1)=i
1 _
= ? Z Z K’it(ayU)T[[NeU]],i
i€{0,1} Ue&:u €U
= Z Z Ei(a, U)TiNeu,i
i€{0,1} Ue&u €U
= Z ki(a,U)(Tveuvy,o + Tiveuv 1)
Uve&:ucU
= Z Rt(a, U)
Ue&:uelU
as required. ]

1.6 Proof of Lemma 20|
Result. GABA-I implements PROTOGABA with £ and o defined as in Definition [T0}

Proof:

Definition 54. For all t € [T] let k¢, Py, z¢, and N be as defined in the PROTOGABA algorithm
when run with € and o defined as in Deﬁnition and assuming that, for all t € [T], we have that
ay is equal to that selected by GABA-I.

Lemma 55. Forallt € [T) and all (a,U) € [K] x € we have Ry(a,U) = k¢(a,U) and pyq = piq -
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Proof. We prove by induction on ¢. For ¢ = 1 it is clear, from the definitions of &1 (a,U) and
k1(a,U), that &y (a,U) := k1(a,U) so also, by Lemma[19} we have that:

Pra= Y FilaU)= Y  #(a,U):=pua,

Ue&:u1 €U Ue&:u €U

so the result holds for t = 1. Now suppose the result holds for ¢ = s (for some s € [T]). We will
now show that it holds for t = s + 1, which will complete the proof. By the inductive hypothesis we
have, for all b € [K]:

cs,b = exp (=n[b = as]ls o, |Psll1/Ps,b)
= exp (—n[b = as[sa.||Ps|l1/Ps,b)
= [b # as] + [b = as] exp (—nls.a,
= [[b # as]] + [[b = as]]/\57

so also, by the inductive hypothesis:

Ps-Cs = E ps,b *Csyb

be[K]

= E Ds,b - Cs,p

be[K]

Z ps,b([[b 7& as]] + [b = as]])‘s)

be[K]
= Z Ps,b +ps,a5>\s
be[K]\{as}
= (Hpsnl _ps,as) +ps,as/\s
= ”pS”l - (1 - )‘s)ps,as

_ lp.ll
zs

ps”l/ps,b)

and hence, again by the inductive hypothesis:

_ IPsllics.a
Tsa *=— — =
DPs - Cs

_ IPsllics.a

Ps - Cs
= ZsCs,a

= zs([a # as] + [a = as]As) -
By the inductive hypothesis and definitions of 7511 (a, U) and k51 (a, U) we then have:
Fsy1(a,U) := [us ¢ U]Rs(a,U) + [us € U]rs,aks(a,U)
= [us ¢ Ulrs(a,U) + [us € Ulms,aks(a,U)
= [us & Ulrs(a,U) + [us € Ulzs([a # as] + [a = as]rs)ks(a, U)
= Kst1(a,U).

By Lemma([I9] we then have that:

Ds+1,a i= § R5+1(a, U) = § ’is+1(av U) = Ps+1,a
U€EiuniiclU UeEius 1 €U

as required. This completes the proof. O

Since, by Lemma[53] we have p, = p; we then have, by the prediction algorithm, that a; is drawn
with probability P [a; = a] = p; o/||p¢||1 which implies the result. [ |

41



1.7 Proof of Lemma[22]
Result. We have that:

* For all u € [N] there exists a unique pair (a,U) € Awithu € U.
* Forallu € [N] and (a,U) € Awithu € U, we have that a = y(u) .

Proof:

Forall u € [N] and @ € [K] we have that u € {v € [N] | y(v) = a} if and only if a = y(u) so there
exists an unique pair (b,U) € A with v € U and furthermore this pair satisfies b = y(u) as required.
|

1.8 Proof of Theorem 23]

Result. Given ¥ < (N — 1)/4 and the parameters are tuned as:
¢ :=4V/(K(N - 1)),

R€O< 1n<IiI;N>\IIKT>.

and:

we have, for GABA-I:

Proof:

Definition 56. Define:

= Y [y(w) #yu+1)],

u€[N—1]
and for all a € [K] and u € [N] define:

Lemma 57. We have:

l N 1 nKT
S PR (twremrom=an) |+ 12

a€[K

Proof. Lemmas [20|and [22)allow us to invoke Theorem[9]so, noting that |A| = K, we have:

1 K nKT
< = 1
R<y 2 “(Ma(U))+ 2

(a,U)EA

> 1n<0(1U>)+77K2T

1 nKT
2 I (a({u SN 1 9(w) = a}>> T3

(a,U)eA

_ 1 N 1 nKT
=, 21 <cr<{ue[zvuy<u>a}>)+ 2

a€[K]

I = I~

Taking expectations then gives us the result. O

Lemma 58. We have:

> I(te(a)) =In (;) +(K—1)ln <1 - Il() .

a€[K]
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Proof. Wehave e(y(1),1) = [y(1) = y(1)] = 150 te(y1),1) = 1/K. Also, forall a € [K]\{y(1)},
we have €(a, 1) = [y(1) = a] = 050 t¢(q,1) = 1 — 1/ K. Hence, we have:

Z In(te(a,1)) ln(Le(y(l),l))+ Z ln(te(a,l))
a€[K]\{y(1)}

:1n<;{)+ > )}1n(1—11(>

ac[KN\{y(1

(L) o1 1)

as required. [

Lemma 59. Forall u € [N — 1] with y(u) = y(u + 1) we have:

> I (T e(autn)) = KIn(l—¢).

a€[K]

Proof. We have, for all a € [K], that e(a,u) = Jy(u) = o] = [y(u + 1) = a]] = e(a,u+ 1) so
Te(au),e(a,u+1) = 1 — ¢. This implies that:

> (7@ e(aurn) = Y (1 —¢) = Kn(l - ¢)
a€[K] a€[K]

as required. O

Lemma 60. Forallu € [N — 1] with y(u) # y(u + 1) we have:

> I (Teau)e(ausy) = (K —2)In(1 = ¢) +21n(¢) .

a€[K]
Proof. We have that:
e(y(u),u) = [y(w) =y(w)] =1# 0= [y(u+1) = y(u)] = e(y(uv),u+1),
and that:
eyu+1),u)=[ylu+1)=y)]=0#1=[y(u+1) =ylu+1)] =e(ylu+1),u+1).

SO Te(y(u),u),e(y(u),u+1) = (;5 and Te(y(u+1),u),e(y(ut+l),u+l) = d) We also have, for all a € [K} \
{y(u),y(u+ 1)}, that:

e(a,u) =y(u) =a] =0=[y(u+1) =a] =e(a,u+1),

SO Te(a,u),e(a,u+1) = 1 — ¢. Combining these equalities gives us:

Z I (Te(a,u) e(a,u41))

a€[K]

= I (Te(y(u)u) e (yu)ut1)) + 10 (Teqy(u),u),e(uuri) utn)) + > I (Te(a,u) e(asut1))
a€[K\ [y y(ut1)}

=In(¢) + In(¢) + Z In(1 — ¢)
a€[K\{y(u),y(u+1)}

=21n(¢) 4+ (K —2)In(1 — ¢)

as required. O

Lemma 61. We have:

Z Z ln e(a u),e(a, u+1)) =2T 1n(¢) (K(N - 1) - 2F) ln(]- - ¢) .

we[N—1] ag[K]
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Proof. From lemmas[59)and [60] we have:

Z Z ln(Te(a,u),e(a,u+1))

u€[N—1] a€[K]

= Z Z ln(Te(a,u),e(a,u-i-l)) + Z Z ln(Te(a,u),e(a,u+1))

uw€[N—1]:y(u)=y(u+1) a€[K] wE[N—1]:y(u)#y(u+1) a€[K]
= > Kn(l — ¢) + > (K —2)In(1 — ¢) + 2In(¢))
u€[N—1]:y(u)=y(u+1) w€[N—1]:y(u)#y(ut1)

= (N —1-T)KIn(l — ¢) + T((K — 2)In(1 — ¢) + 2In(¢))
= ((N—1-D)K +T(K —2))In(1 — ¢) + 20 In(¢)
= ((N = 1)K — 20)In(1 — ¢) + 2T'In(¢)

as required. O

Lemma 62. Given ¢ < 1/2 we have:

|: Z Z hl e(a u),e(a, u+1))] > 4¥ 111((;5) + (K(N - 1) - 4\11) hl(l - ¢) .

[N—-1] a€[K

Proof. Since 0 < ¢ < 1/2 and hence 1 — ¢ > ¢ we have In(¢) — In(1 — ¢) < 0 so since, by Lemma
we have E [['] < 2¥, we must have:

(In(¢) —In(1 = ¢))E[I'] = 2(In(¢) — In(1 — ¢))¥.

So, from Lemma[61] we have:

{ > Z IN(Te(a,0) e (a, u+1))] =E[2T'In(¢) + (K(N —1) — 2I") In(1 — ¢)]

u€[N—1] a€[K

E[K(N = 1)In(1 = ¢) + 2T'(In(¢) — In(1 — ¢))]
K(N = 1)In(1 - ¢) 4+ 2(In(¢) — In(1 - ¢))E I
K(N —=1)In( ¢) +4(In(¢) — In(1 - ¢))¥
4UIn(¢) + (K(N — 1) —4¥)In(1 - ¢)

as required. O

vl

Lemma 63. Given f, f' € RT, ifwe set f1:= f/(f + f') then:

(s - fmﬂ—fU<fm(;)+f

Proof. We recall the following standard inequality about the binary entropy of f:
(1) = (1 = fHIn( - 1) < fFn/ 5 + 11
Using this and the fact that f = (f + f')f" and f' = (f + f')(1 — fT) gives us:
—fIn(f1) = f'In(1 = 1) = (f + f) (= In(fY) = (1= fHIn(1 — fT))
< (f+ /) + 77

(L (Y.
"(f”)(fﬂ“1 (ﬂ)+f+fJ

= r(55) +7

as required. O
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Lemma 64. We have:

— Y I(tea) < I(K) +1.

a€[K]

Proof. Direct from lemmasandwithf =1,f =K —1land ff = 1/K.
Lemma 65. Given ¢ := 4V /(K(N — 1)) < 1/2and ¥ > 0, we have:

KN
_]E Z Z IH(TE((L71L)7E(Q7H+1)) S 4\]:1 ln (\I/) .

u€[N—1] a€[K]

Proof. Direct from lemmasandwithf =40, f == (K(N—1)—4¥) and fT := 4V /(K (N—

1)) = ¢, we have:

K
“E| Y > WTaue(auty) | <4¥In >+4\1/

u€[N—1] a€[K] (

(v -1)
4y
K(N—1)
7
N—1)
7

<4TIn (> + (1= In(4))4®
< 4¥In (K<)
cau(K)

as required.

Lemma 66. Given ¢ := 4V /(K(N —1)) <1/2and 0 < ¥ < (N — 1)/4 we have:

ap> 1“(o<{ue 1o a}>> =ovin (K\va) |

a€[K]

Proof. For all a € [K], we have, from the definition of ¢, that:
In(o({u € [N] | y(u) = a}))

= In(tpefoeln] | yw=al]) T D (TuewelV | yw)=a)l.utr1e(welN] | y(v)=a}])
u€[N—1]

= (=) + D (Tyaw=a] [y(ut+1)=a])
u€[N—1]

= IH(LE(a,l)) + Z ln(Te(a,u),e(a,u+1)) )
u€[N—1]

so by lemmas[64]and [63] we have:

ap> 1“( [uel™ 11|y<u>=a}>>

a€[K]
=— Y E[n(o({ue [N]|y(u) = a}))]
a€[K]
= — Z E hl Le(a 1) Z ln(Te(a,u),e(a,qul))
a€[K] u€[N—1]
= — Z ln Léal)) E Z Z hl Teau) 5(au+1))
a€[K] uwe[N—1] a€[K]
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< (n(K)+1) +4¥1In <KWN>
= In(eK) + 40 In (K\va) .

Since we have ¥ < (N — 1)/4 < N/e we also have that KN /U > eK so In(eK) < In(KN/T).
Substituting this into the above inequality gives us the result. O

Since ¥ < (N — 1)/4 implies that 4¥ /(K (N — 1)) < 1/2, combining lemmas [57and[66] gives us
the fact thatif 0 < ¥ < (N —1)/4 and ¢ f4\I//( (N —1)), we have:

KN nKT
R< \Ill —_—
" n( 14 >+ 2
s0, choosing:
B 100 In(KN/T)
N KT
we have:
R< wmn (53 er
v
as required. ]

J GABA-II Proofs

J.1 Proof of Lemma

Result. Givent € [T],n € C and a € [K] we have:

Rea,n) = pi(n)0:(n, a)
0w (2N - 1)K

Proof:

We prove by induction on ¢. For ¢ = 1 we have p1(n) := 1 and 61 (n,a) := 1 so:

1 ~ pa(n)0i(n,a)
(2N -1)K (2N - 1)K

Ri(a,n) =

as required. Now suppose the result holds for ¢ = s (for some s € [T]). We now show that it holds
for t = s 4+ 1, completing the proof. We first note that by the update algorithm we have, for all

n € fius):
posr(n) 1= () ——2 = Z (),
ws - (1 - )\S)Qs
whilst for n ¢ f}(us) we have:
psr1(n) = ps(n),
so in general:
pst1(n) = ([n & (us)] + [n € M(us)]2) s (n) .-
We note that also, by the update algorithm, we have, for all n € {}(us), that if a = a; then
Os41(n,a) == M\bs(n,a),

whilst if n ¢ }(us) or a # a; we have that:

95+1(na a) = 08 (TL, a) )
so in general:

Os1(n,a) = (In & Nus)] + [0 € fi(us) Aa # ar] + [0 € fi(us) Aa = a]Ae)0s(n,a).
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Multiplying these two equalities and invoking the inductive hypothesis gives us:
prst1(n)fsp1(n, a)
=([n & M (us)] + [n € fi(us) A a # a]zZs + [0 € M(us) Aa = at]Zs ) s (n)0s(n, a)
= ([n ¢ t(us)] + [n € N(us) Aa # aZs + [n € Mus) A a = ag]Z\)Rs(a,n)(2N — 1)K

which, by the definition of 7s41(a,n) is equal to ks1(a,n)(2N — 1)K as required. This completes
the proof. |

J.2  Proof of Lemma 30|

Result. Given ¢ € [T],n € C and m € B we have:

Ot(n,m) = Z 0i(n,a).

acl(m)N[K]

Proof:

We prove by induction on ¢. For ¢ = 1 we have the result directly from the initialization algorithm.
Now suppose the result holds for ¢ = s (for some s € [T]). We now show that the result holds for
t = s + 1 which will complete the proof. We first consider the case that m is a leaf of 3. We have
two cases:

o If m € [K] then {(m) N [K] = {m} so the result is immediate.
e Ifm ¢ [K]then y(m)N[K] =0
Os(n,m) = Z Os(n,a)
acl(m)N[K]
—0

= Z Os41(n,a).

acl(m)N[K]

so by the inductive hypothesis we have:

From the update algorithm we have (since m is not an ancestor of a;) that 651 (n, m) :=
0s(n,m), which then gives us the result.

So the result holds in the case that m is a leaf of 3. Now suppose that m is an internal vertex of 5.
We have two cases:

s If m ¢ f(ar) or n ¢ f(us) we have, from the update algorithm, that 5,1 (n,m) :=
0s(n,m) and, since also either n ¢ {}(u;) or both children of m are not in {}(a;) we also
have, from the update algorithm, that 6,1 (n,<(m)) := 05(n,<(m)) and 511 (n,>(m)) :=
0s(n,>(m)) so by the inductive hypothesis:

Osy1(n,m) := 0s(n,m)

= Z Os(n,a)

a€l(m)N[K]
= Z 0s(n,a) + Z 0s(n,a)
acl(a(m))N[K] a€l(>(m))N[K]

= 0,(n,<(m)) + 05(n,>(m))
= 95+1(n, <1(m)) + 98+1(7’L, D(m))
= Z Os+1(n,a) + Z Os+1(n,a)

acl(a(m))N[K] acl(>(m))N[K]

= Z 95+1(n, a)

acl(m)N[K]

as required.
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* If m € fi(a;) and n € (u;) then m = {; 44 for some d € [g] so we prove by induction
on d. For d = 1 we note that <(m) and >(m) are both leaves and we proved above that the
result held for leaves. Hence, by the update algorithm, we have:

Ost1(n,m) := 0511 (n,a(m)) + Os41(n,>(m))

= > bepma+ Y feana)

acl(a(m))N[K] acl(>(m))N[K]

Z 95+1(n,a)

acl(m)N[K]

as required. Now suppose the result holds for d = ¢ (for some ¢ € [g]). We now show that
it holds for d = g + 1 which will complete the proof. We have that one of the children of m
is an ancestor of a; so without loss of generality assume this is its left child. By above we
proved the result holds for all internal vertices that are not ancestors of a, so specifically the
result holds for >(m). Noting that <(m) = ¢, 4—, We also have, by the inductive hypothesis,
that the result holds for <(m) so, by the update algorithm:

08+1(n> m) = 6‘S+1(n7 <](m)) + 6541 (n7 D(m))

= Y e+ > bsa(na)

acl(a(m))N[K] acl(>(m))N[K]
= Z Os+1(n,a)
a€y(m)N[K]
as required
This completes the proof. n

J.3  Proof of Lemma [31]

Result. For all ¢ € [T] and a € [K] we have:

]P)[Clt :a] = ]?t,a .
D¢l

Proof:
Lemma 67. Forall trials t € [T] and all d € [g — 1] U {0} we have, given 6, and (; 4, that:
0¢(d¢, m)
]P = m|l=———- 5
ettt =1 =5 60, 1m)
Jorm € {a(Ce.a),>(Cea) }-
Proof. From the algorithm we have P [(; g+1 = m] x 6.(6¢,m) for m € {<((t,a),>(Cra)} sO

P[(t.a+1 = m] = 0,(6¢,m)/Z where Z := 0,(;,<(Ct,q)) + 6¢(0¢,>(¢t,q)) By Lemma 30, we then
have:

Z = 04(6¢,<9(Cr,a)) + 016, >(Cra)

= Z 0:(6¢,a) + Z 0¢(0¢, a)

a€d(<a(¢e,a))N[K] a€l(>(¢e,a))N[K]

= > (b0

acd(Cr,a)N[K]
= 0t(6ta Ct,d)
= 97:(516, T(m))

as required. O
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Lemma 68. Foralln € C and all m € B at depth d € [g] U {0} we have:

_ 0i(n,m)

PlGa=m|d =n]= B

Proof. We prove by induction on d. For d = 0 we have m = r and always (; o = 7 so:

91&(”7 ’I") _ et(nv m)

Oi(n, ) Ou(n,r)

as required. Now assume the result holds for d = ¢ (for some ¢ € [g — 1] U {0}). We now show it

holds for d = ¢ + 1 which completes the proof. We have, by the inductive hypothesis and Lemma [67]
that:

PlCgt1=m |6 =n] =P[Ggr1=m |6 =n AT (m) = G g P[Cq = T(m) | 6 = 7]

P[Ct,0:m|6t:n]:1:

= P lGger = m =1 A 1(m) = G 2T
__0nm) 0. 1(m)
0:(n,1(m))  Ou(n,7)
_ 0t (n,m)
O+ (n,r)
as required. [

By Lemma|68] the law of total probability, the prediction algorithm, and Lemma [29) we have:
Pla; =a] =P [Ct,g = aj

= Z P[0y =n]P ¢y =a|d =n]
nef(ue)

nef(ut)

= Z Mt (n)et(nv CL)

neM(ut)

x Z Ri(a,n)

nef(ut)
= ﬁt,a
as required. |

J.4  Proof of Lemma[32]

Result. For all ¢ € [T] we have:

_ —nly o ||D
)\texp< 77t,f,||Pt|1>’

ﬁt,at
and: ~
I
t —_— — N — .
||pt||1 - (1 - At)pt,at
Proof:

Lemma 69. We have:
O+ = (2N — I)Kﬁt,at .
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Proof. From Lemma [29]and the update algorithm we have:

0t = Z pe(n)6(n, ar)

neM(ut)
= Y Fla,n)2N - 1K
nef(ue)
=@2N-1K Y &ilan,n)
nef(ug)
= (2N = 1)Kpta,
as required. O

Lemma 70. We have:
Yy = (2N = 1)K||pt|1 -

Proof. From lemmas [29]and [30]and the update algorithm we have:

dei= Y m(n)f(n,r)

nef(ug)

= 3w Y 6m,a)

nef(ur) ac€l(r)N[K]

= 3w Y o)

nef(ut) a€[K]

Z Z we(n)f(n, a)

a€[K] nef(ut)

Z Z Rs(a,n)(2N — 1)K

a€[K] nef(ut)

=@N-1K > > Fila,n)

a€[K] nef(ur)

=@2N-1K Y pia
a€[K]

= (2N = DK||pe[lx

as required. O

From lemmas [69]and [70]and the update algorithm we have:

5 <—Tlft,at¢t> B <—77€t,ut||17t||1>
pi=exp | ——— | =exp | ————— | ,
Ot pt,at

%, = Yo [1Pellx
Y — (1 =Mor  |pellh — (1 — Ae)Pr,a,
as required. |

and:

J.5  Proof of Lemma 33

Result. GABA-II implements PROTOGABA with & and o defined as in Definition 23]

Proof:

Definition 71. Forallt € [T let k¢, pt, z:, and \; be as defined in the PROTOGABA algorithm
when run with € and o defined as in Deﬁnition and assuming that, for all t € [T], we have that
a is equal to that selected by GABA-IL
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Lemma 72. Forallt € [T], a € [K] andn € C we have:
Ri(a,n) = ki(a, I(n)) .

Proof. We prove by induction over . For ¢ = 1 we have:

_on) _ 1 .
mila,bln)) i= TE = ey = Ralan)
as required. Now suppose the result holds for ¢t = s (for some s € [T']). We now show that it holds
for t = s + 1 which will complete the proof. Note first that, by the PROTOGABA algorithm and the

inductive hypothesis, we have, for all b € [K], that:

Ds,b 1= Z ks (b, U)

Ue&:useU

= Z Rs (b7 U,(’I’L))

neC:used(n)

Z Hs<ba ‘U(n))

neM(us)
> Rs(bn)
neM(us)
= ﬁs,b )
0 ps = ps. By Lemma[32] we then have:

- —nl D —nf
A :exp< Ui 5,0 p5||1> :exp( Ns,a, p5|1) =\,
ps,as p57‘15

and hence, also by Lemma[32] we have:
5 Hﬁs”l_ _ Hps||1
’ ”ﬁs”l - (1 - As)ps,as ”psHl - (1 - As)ps,as
s0, by the PROTOGABA algorithm and the inductive hypothesis, we have:
rst1(a; H(n))
= (Jus € ()] + [us € $(n) A a # as]zs + [us € $(n) A a = as]Aszs)ks(a,d(n))

= Zs,

= ([n ¢ 1(us)] + [n € M(us) A a# as]zs + [n € f(us) A a = as]Aszs)rs(a, d(n))
= ([[77, ¢ ﬂ(us)]] + [[77, € ﬂ(us) A a 7£ as]]zs + [[77, S ﬂ(us) Na= CLS]]ASZS)I_is(a,n)
= ([n & t(us)] + [0 € M (us) A a# as]zs + [n € N(us) A a = as]\sZs)Rs(a,n)
= Rst1(a,n)
as required. This completes the proof. O

From the PROTOGABA algorithm and Lemmawe have, for all @ € [K] and ¢ € [T, that:
Pta = Z ki(a,U)

Ue:uecU

= Y e b))

neC:ured(n)

S kela bn)

nef(ue)
= Z Ri(a,n)
nef(ue)
= ﬁt,a 9
so p; = p;. By Lemma[31] we then have that :
P [at _ CL] _ p_t,a _ pt,a 7
1Pl llpelly
so the selections of GABA-II equal those of PROTOGABA. This completes the proof. |
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J.6  Proof of Lemma 33
Result. We have that:

* For all u € [V] there exists a unique pair (a,U) € Awithu € U.
* Forall u € [N] and (a,U) € Awithu € U, we have that a = y(u) .

Proof:

Suppose we have some u € [T]. Let n be the ancestor of u of least depth in C which satisfies y(v) =
y(u) for all v € J(n). Note that such a n exists as u is an ancestor of u with y(v) = y(u) for all
v € {(u) so the set we're selecting from is non-empty. Suppose we now take some (a,n’) € [K] x C
with n’ € ff(u). We have the following cases:

* Suppose a # y(u). Then u € |(n’) and y(u) # a so (a,n’) ¢ AT.
* Suppose a = y(u) and n’ # n. We now have two subcases:

— Suppose n’ is a descendant of n. Then 1(n') is also a descendant of n so since then
J(1(n”)) is a subset of |(n) we have, by definition of n, that for all v € {(1(n’)) we
have y(v) = y(u) = a. By definition of A" we must then have (a,n’) ¢ AT.

— Suppose n’ is an ancestor of n. Then n’ is of lower depth that n so, by definition of
n, we must have that there exists some v € {}(n') with y(v) # y(u) = a and so, by
definition of AT, that (a,n’) ¢ A'.

So in either subcase we have (a,n’) ¢ A'.
* Suppose a = y(u) and n’ = n. Then we have two subcases:

— Suppose n is the root of C. By definition of n, we have, for all v € {(n) = |(n'),
that y(v) = y(u) = a and n’ is the root of C. By definition of A" we must then have
(a,n’) € AT,

— Suppose n is not the root of C. Then 1/(n’) is the parent of n so is at lower depth than n
and hence, by definition of n, there exists some v € |(1(n’)) with y(v) # y(u) = a.
By definition of n, we also have that all v € (') satisfy y(v) = y(u) = a. By
definition of AT we must then have (a,n’) € AT.

So in either subcase we must have (a,n’) € AT.

We have hence shown that (a,n’) € AT if and only if @ = y(u) and n’ = n so, by definition of A we
have that (a,{}(n’)) € Aif and only if a = y(u) and n’ = n which implies the result. [ ]

J.7 Proof of Lemma

Result. We have:

E (LAl < 40 log, (jf) .

Proof:

Definition 73. Let:

= > [y(w) #yu+1)].

uw€[N—1]
Lemma 74. For all n € C there exists at most one a € [K| such that (a,n) € A'.
Proof. Suppose (a,n) € AT for some a € [K] and take any b € [K]\ {a}. Then by definition of AT

we have y(u) = a # b for all (and hence since {}(n) # 0, for some) u € {(n) so by definition of A
we have (b,n) ¢ A'. This implies the result. O

Lemma 75. For all (a,n) € AT such that n is not the root of C there exists some u € |.(1(n)) with
y(u) #y(u+1).
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Proof. Suppose, for contradiction, the contrary: that y(u) = y(u + 1) for all u € |(T(n)). Then
since {J(1(n)) is a complete interval of natural numbers we have, by a simple induction, that there
exists b € [K] such that for all u € |(1(n)) we have y(u) = b. By definition of A" we must have
that all w € {(n) satisfy y(u) = a and hence, as ) # |(n) C {(1(n)), we have that there exists
u € J(1(n)) with y(u) = a. So b = a and hence all u € |(T(n)) satisfy y(u) = a. But this
contradicts the fact that (a,n) € A" which completes the proof. O

Lemma 76. Given d € [h], the cardinality of the set of all n € C at depth d, such that there exists
a € [K] with (a,n) € A', is bounded above by 2T.

Proof. Given some n' € C at depth d — 1 with a child n € C and some a € [K] with (a,n) € Af
we have, from Lemma(75] that there exists some u € {(n’) with y(u) # y(u + 1). Now, since all
such |(n') are pairwise disjoint, we must have that the cardinality of the set of all such n’ is bounded
above by I'. Since each such n has only two children the result follows. [

Suppose we have I' > 1. Since there are no more than 4T vertices at depth at most log, (") + 1 we
have, by Lemma that the number of pairs (a,n) € A" in which n is at depth at most log, (") + 1
is no more that 4I". Also, by lemmasand we have that for all d € [h] there are at most 2T pairs
(a,n) € AT in which n is at depth d, which implies that there are at most

21 (1~ log3(T)) = 2T (logy ()~ logy(1)) = 2T oy (1 )

pairs (a,n) € A" in which n is at depth greater than log, (") 4 1. So the total cardinality of A" is
bounded above by:

N N AN 2eN
|AT| < 2T log, (F>+4F =2r <10g2 <F) + log2(4)> = 2I'log, (F> < 2T'log, (?) .

Since the function x — 2z log,(2eN/x) is concave and monotonic increasing for x < 2N and
2¥ < 2N we then have, by definition of A, Jenson’s inequality, and Lemma that:

2eN 2eN eN
- f
E[|A]]=E [\A \] <E {2F10g2 < T )] < 2E [I'] log, (E[F]) < 4V log, ( T )
as required. ]

J.8 Proof of Theorem 37]
Result. Given ¥ < N/2 and setting:

_ |8Vlog, (eN/V)In (3K N /2V)
T \/ KT ’

reo( (3§ )m (A7) war).

Lemmas [33] and [35]allow us to invoke Theorem 9] giving us, by definition of ¢ :

1 K nKT
< = 1
R<y 2 n<Ala(U)>+ 2

we have, for GABA-II:

Proof:

1 N <K(2N1)> | nKT
n (a,U)EA |A‘ 2
1 <2KN) nKT

< - In(—7r | +——
N (a,U)eA |A‘ 2



2KN KT
|A|ln ( ) + 1=

| Al 2
6K N nKT
|A|1 ( A >+2. (18)

By the change of base rule for logarlthms we have:

dWlog, (N ) = A g (N N (8 (N
2 7 ) " m@ "\ v ) T @) \eN v )
so since the function 2 In(1/x) has a maximum value of 1/e we have that 4 log, ("N ) is no greater

than 4eN/(In(2)e) < 12N /e < 6 K N/e. Note also that by definition |A] < N < 6K N/e.

Hence, since the function x — 2 In(6 K N/x) is concave and monotonic increasing for x < 6K N/e
we have, from Jenson’s inequaltiy and Lemma 36} that:

Al (550) | < Bl (g ) < wioms (55) i (o)

Substituting into Equation[18|and noting that since ¥ < NN we have log, (eN/¥) > log,(e) > 1 we
then have, by taking expectations:

1 N KN KT 1 N KN KT
R < =47 log, <6>ln< 5 ))+’7 < 4\I/log2<6 >1n<3)+"
7

Ny 20 log, (eN/ ¥ 2 v 20 2
S0 setting:
B \/8\1! log, (eN/®)In (3K N /2F)
- KT
gives us:

N 3KN
R< \/8\1110g2 (eqj )m( o )KT

Enforcing U < N/2 ensures that N/¥ and K N/W never fall below a positive constant so:

ot () <o+ o (2) com (),
i () (2) o (52 0 (i ().

which implies the result. |

and
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