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A Technical Appendices and Supplementary Material

A.1 Word Count Distribution Statistics

The word count distribution of our OnelG-Bench prompts, as shown in Table[T]and Figure[T} follows
a Short : Middle : Long ratio of approximately 1:2:1. The choice of 30 and 60 words as the
thresholds for distinguishing short, middle, and long prompts is based on the following reasoning:
According to common rules for understanding token lengths, 1 word is approximately equal to 4/3
tokens, and 1-2 sentences are roughly equivalent to 30 tokens. This means that a simple 1-2 sentence
prompt has a length of about 20-25 words. To ensure diversity in sentence structure and accuracy
in stylization or portraiture in the image, we set the boundaries for short and middle prompts at 30
words. Furthermore, since some text encoders, such as CLIP [9], SigLIP [[16], support a maximum of
77 tokens, a prompt of up to 60 words can generally be processed directly by these encoders.

Table 1: Word count distribution of OneIG-Bench prompts in different categories. In the table,
Avg represents the average word count of prompts in different categories(including total and total
w/o Knowledge & Reasoning). Short, Medium and Long represent the length of the prompts, where
Short denote the number of words is less than 30, Medium denotes the number between 30 and
60, and Long denotes the number exceeding 60. "K & R" is the abbreviation for "Knowledge &
Reasoning".

Category Avg Short Middle Long
Portrait 56.4 0.184 0.443 0.373
General Object 46.5 0.330 0.422 0.248
Anime & Stylization 50.6 0.212 0.522 0.265
Text Rendering 50.1 0.275 0.475 0.250
Knowledge & Reasoning 20.5 0.960 0.018 0.022
Total Distribution 45.0 0.389 0.377 0.234

Total Distribution w/o K & R 51.1 0.246 0.467 0.287

The Portrait category, however, shows a slight deviation from this 1:2:1 distribution in Figure [2] due
to the explicit requirement for portraits in the prompts, ensuring that the generated characters do not
include stylized figures like those found in anime. As a result, the average word count for prompts
in this category is higher than in other categories. On the other hand, the Knowledge & Reasoning
category, which focuses on reasoning tasks, does not revise the prompts to conform to the word count
ratio, leading to a noticeably lower average word count compared to other categories. In general,
excluding the Knowledge & Reasoning category, OnelG-Bench prompts’ word count results align
closely with the 1:2:1 ratio.

Submitted to 39th Conference on Neural Information Processing Systems (NeurIPS 2025). Do not distribute.



20

21
22
23
24
25
26
27

28

29

30

31
32

1.00

Portrait

175 All Sheets General Object
Excluding Knowledge & Reasoning Anime & Stylization

150 Text Rendering

0.75 Knowledge & Reasoning

125

Frequency
Proportion
o
o
o

0.25

0
0 10 20 30 40 50 60 70 80 90 100110120130140150 160170 180 190 200 0.00

Word Count Short Middle Long

Prompt Length

Figure 1: Word Count of the Overall Prompts Ejgyre 2: The distribution of prompt word
of OnelG-Bench. The word count distribution of - ¢ounts across Short, Middle, Long categories.
OnelG-Bench’s prompts ranges from O to 200.

A.2 TImplementation

Our experiments on image generation with open-source methods are configured according to Table 2]
For all methods, the CFG and step parameters follow the methods’ default settings. To ensure
consistency and ensure the quality of image generation, we increased the default steps for Stable
Diffusion 3.5 Large [[11] from 40 to 50. The number of inference steps for Flux.1-dev [3] is set to
be consistent with that used in the official API [1]. With the exception of Stable Diffusion 1.5 [[LO],
which cannot generate images with a resolution of 1024 x 1024, all other methods are configured to
generate images at a resolution of 1024 x 1024.

Table 2: Configurations used by open-source methods when generating images. Size represents
the parameter size of the corresponding method. CFG represents the guidance scale of the corre-
sponding method. Resolution represents the resolution of the image generated by the corresponding
method. Step represents the number of inference steps during the image generation process.

Method Size CFG  Resolution Step
Stable Diffusion 1.5 [10] 09B 75 512 x 512 50
Stable Diffusion XL [7] 26B 50 1024 x 1024 50
Stable Diffusion 3.5 Large [11] 8.1B 4.5 1024 x 1024 50
Flux.1-dev [3] 12B 35 1024 x 1024 28
CogView4 [[14] 6B 35 1024 x 1024 50

SANA-1.5 1.6B (PAG) [15] 1.6B 50 1024 x 1024 20
SANA-1.5 4.8B (PAG) [15] 48B 5.0 1024 x 1024 20
Lumina-Image 2.0 [§] 26B 40 1024 x 1024 50
HiDream-I1-Full [4] 17B 5.0 1024 x 1024 50

For closed-source methods, we present the corresponding release or update dates of the methods in
Table [3]to facilitate alignment with subsequent experimental results.

Table 3: Release/Update date of closed-source methods. Release/Update Date represents the
version of the corresponding method when generating images.

Method Imagen3 [2] Recraft v3 [13] Kolors 2.0 [12] Seedream 3.0 [3] GPT-4o [6]
Release/Update Date  2025-01-23 2024-10-30 2025-04-15 2025-04-15 2025-04-29

A.3 The Details on Prompts Rewriting

As shown in Algorithm T} the initial prompts are first sorted based on their word count. Then, using a
Beta distribution with parameters (2.37, 2.86), which roughly follows the ratio 0-0.3:0.3-0.6:0.6-1
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~ 1:2:1, a list of desired prompt lengths is generated and subsequently sorted. The sorted prompts
are then matched with the corresponding desired lengths, and the GPT-40 API is called to rewrite
each prompt according to its specified length, resulting in the rewritten prompts. Without loss of
generality, lengths in the range of 60-100 can be mapped to a range of greater, thereby generating
longer prompts. In this process, the corresponding prompt for rewriting is shown as Table [

Algorithm 1: Initial Prompts Rewritten by GPT-40

Input: n: the length of the initial prompts list,
Piyic: the initial prompts [p1, pa, - . ., Dnl-
Output: Preyriren © the rewritten prompts [p}, pj, . . ., ph]
Psorea < sorted_by_word_count (Piy;)
R <+ 100 = sorted(beta.rvs(2.37,2.86,n))
for i < 1ton do
initial prompt < Pyorea ]
target word count <— RJ[i]
rewritten prompt <— GPT-40_API(Prompt Template, initial prompt, target word count)
Prewritien[¢] <— rewritten prompt

return Proyriten

Table 4: Prompt Template for Rewriting Task. [Initial Prompt] and [Target Word Count]
correspond to the input arguments of the GPT-40 API function defined in Algorithm|[I]

Prompt Template: Generating Rewritten Prompts Confronting the Specific Ratio
You are a precise rewriting assistant.
Task:
- Rewrite the [initial prompt] according to the [target word count] of the prompt.
- For [initial prompt] longer than the [target word count]
Shorten the prompt by carefully removing specific but non-essential details.
Do not simply delete words or generalize the description.
- For [initial prompt] shorter than the [target word count]
Expand the prompt by adding specific, meaningful, and vivid details that enhance the scene.
Do not introduce abstract or generalized commentary.
- Ensure the rewritten prompt
The prompt should be coherent, natural, fluent, logically structured.
Please maintain the initial tone and intent as much as possible.
Important:
Only output the final rewritten prompt without any additional words.

A.4 The Details and Analysis on Stylization

Table 5: The styles in OnelG-Bench corresponding to specific categories.

Category | Style

Traditional abstract expressionism, art nouveau, Baroque, Chinese
ink painting, cubism, fauvism, impressionism, line art,
minimalism, pointillism, pop art, Rococo, Ukiyo-e

Media clay, crayon, graffiti, LEGO, pencil sketch, stone sculp-
ture, watercolor

Anime Celluloid, Chibi, comic, Cyberpunk, Ghibli, Impasto,
Pixar, pixel art, 3d rendering,

The Anime & Stylization category encompasses a variety of styles, which are systematically grouped
into three subcategories in Table |5f Traditional, Media, and Anime. The Traditional category
primarily includes styles rooted in classical and historical art movements from around the world.
The Media category includes styles defined by specific artistic media and material-based techniques.
The Anime category represents a collection of stylized and detailed visual aesthetics commonly
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associated with animation and pop culture. And Table [6] presents the scores of different methods
across various style categories. The calculation process is as follows: for each method, the average
style score is first calculated based on the images generated for each prompt within each style. Then,
the score for each style category is obtained by averaging the scores of the individual styles within
that category. It is clear that GPT-4o [6]] demonstrates exceptional style-following ability across all
categories, significantly outperforming other methods.

Table 6: The style scores on different categories of styles. indicate the first, second,
third, fourth, and fifth performance, respectively.

Method |  Traditional Media Anime
Stable Diffusion 1.5 [10] 0.483 0.298 0.349
Stable Diffusion XL [[7]] 0.316 0.307 0.339
Stable Diffusion 3.5 Large [[11] 0.356 0.315 0.335
Flux.1-dev [5]] 0.367 0.298 0.391
CogView4 [14] 0.376 0.294 0.369
SANA-1.5 1.6B(PAG) [15]] 0.438 0.331 0.370
SANA-1.5 4.8B(PAG) [15]] 0.443 0.340 0.379
Lumina-Image 2.0 [8] 0.351 0.325 0.360
HiDream-I1-Full [4] 0.331 0.295 0.368
Imagen3 [2] 0.378 0.309 0.371
Recraft v3 [13] 0.418 0.347 0.332
Kolors 2.0 [12] 0.370 0.336 0.360
Seedream 3.0 3] 0.424 0.358 0.368
GPT-4o [6] 0.532 0.404 0.411

A.5 Visualization Results

We selected the top five methods based on their overall performance across non-style metrics and
showcased representative examples for each. For the style dimension, we further selected images
from three finer-grained subcategories to illustrate the results. In all visualizations, the methods are
ordered from left to right according to their performance ranking, from highest to lowest. In
the following figures, each image tile is labeled in the top-left corner with the score achieved by
the corresponding method under the current evaluation metric.

Figure [3| shows that GPT-40 [6] demonstrates strong capabilities in semantic alignment. Notably,
in multi-person generation tasks, many methods struggle to accurately fulfill requirements at the
individual level and often exhibit confusion in assigning attributes to the correct subjects. In addition,
some methods tend to overlook fine-grained details while focusing on the primary generation task,
which significantly hinders their ability to achieve high alignment scores.

Text rendering is an important task for current generative methods. As shown in Figure ] Seedream
3.0 [3] demonstrates high accuracy and aesthetic quality. Some methods, such as GPT-40 [6], demon-
strate limitations in adhering to case sensitivity (distinguishing between uppercase and lowercase
letters), which compromises the textual accuracy of the rendered content. While the generated images
may appear visually impressive, these subtle errors can lead to a noticeable divergence between
subjective visual quality and objective evaluations based on metrics such as ED and WAC. Recraft
v3 [[13]], although rarely producing major errors in text generation, tends to make mistakes at the word
level and suffers from inconsistencies in typography and layout coherence. Overall, HiDream-I1-
Full [4]] performs reasonably well in text rendering—it may not outperform Seedream 3.0, Recraft
v3, or GPT-40, but it is able to fulfill the basic prompt requirements. In contrast, Stable Diffusion
3.5 [IL1] exhibits a significant performance gap compared to the above four methods.

From a reasoning perspective, only GPT-40 [6] demonstrates both logical coherence and textual
accuracy in Figure [5} Although Recraft v3 [13] falls short of GPT-40 in terms of clarity and
correctness, it still produces text that is generally readable. HiDream-I1-Full [4] provides limited
textual and visual content but manages to convey a certain degree of knowledge and reasoning,
albeit with insufficient accuracy. In contrast, Imagen3 [2] tends to generate overly redundant outputs,
with excessive textual and graphical elements that obscure the intended message, and often includes
incorrect information. While Stable Diffusion 3.5 Large [[L1] outperforms several other methods,
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PROMPT: An elderly woman shares cherished childhood stories with a robot, displaying a collection of faded photographs meticulously arranged in an album.
Accompanying her are a young woman and an inquisitive boy, all portrayed as lifelike individuals, capturing the essence of real-life interactions through a realistic
photographic style.

PROMPT: In a dense forest, sunlight filters through lush foliage, casting shadows on the earthy ground and creating an enthralling atmosphere of mystery.
Camouflaged guerrilla fighters lie in wait among the towering trees, poised for a strategic ambush. As soldiers approach, the guerrillas mobilize with precision and
stealth. Silently coordinating through hand signals, they launch gunfire and grenades. Smoke fills the air as chaos erupts, bullets splinter trees and leave marks on
the soil. The guerrillas move with agility and skill, using the terrain to their advantage and disrupting the enemy's combat capabilities. This scene captures the
bravery and resourcefulness intrinsic to guerrilla warfare, and the image needs to be created with a realistic photographic style.

Figure 3: Visualization results of methods GPT-4o [6], Imagen3 [2], HiDream-11-Full [4], Kolors
2.0 and Lumina-Image 2.0 [8]] on alignment. Row 1 corresponds to tag/phrase prompt: The
variation in the scores of the visual samples are mainly influenced by: "2 boys" and "logo". Row 2
corresponds to short prompt: The variation in the scores of the visual samples are mainly influenced
by: "blob fish", "surreal underwater" and "unusual sea creatures". Row 3 corresponds to middle
prompt: The variation in the scores of the visual samples are influenced by: "inquisitive boy",
"realistic photography style" and whether each individual mentioned in the prompt is accurately and
uniquely generated in the image. Row 4 corresponds to long prompt: The variation in the scores of
the visual samples are influenced by: "gunfire", "sunlight", "grenades". The mentioned keywords
may correspond to more than one question—answer pair.

the performance gap between it and the leading methods remains substantial in Figure[5] Therefore,
Knowledge and Reasoning remains a critical area that warrants further investigation and refinement
for generative methods.

The visualization of diversity results is presented in Figure[6] where the ranking of diversity scores
aligns well with visual inspection, supporting the validity of our proposed diversity metrics.

Figures [7] [8] and 0] show that GPT-40 [6] performs well across most styles, though it struggles
with specific ones such as 3D rendering. Stable Diffusion 1.5 [[10], despite its lower visual quality,
effectively captures traditional style features. Overall, SANA-1.5 4.8B (PAG)[13] and Seedream
3.0[3]] also demonstrate strong stylistic consistency, ranking just behind GPT-4o.
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PROMPT: Capture the festive spirit of a lantern-lit street market glowing with vibrant colors during Lunar New Year celebrations. The poster highlights "Spring Festival
Fair 2025" in elegant, traditional script. Beneath, a cheerful slogan says "Celebrate with dazzling lights, authentic flavors, and timeless traditions." Event details follow:
"February 1to 10 at Old Town Plaza — Free entry for all visitors."
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PROMPT: Design a creative square business card for a freelance photographer, featuring a monochrome palette and a camera icon watermark. Highlight "Emma Zhao",
add "Visual Storyteller", include "hello@emmazhao.com", and phone "+44 7700 900123",
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PROMPT: Imagine a PPT slide where Global Tourism Recovery takes center stage against a clean white space accented by soft geometric shapes. The title reads
"Global Tourism Recovery" and is complemented by a paragraph stating "Post-pandemic travel is witnessing a surge, driven by digital nomadism, eco-tourism, and
flexible booking options.". A visual chart labeled "Tourist Arrivals by Continent" includes categories like "Europe”, "Asia", and "Americas". Decorative icons such as an
airplane, a suitcase, and a globe add context. The slide concludes with a footer note: "World Tourism Organization, 2025".
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PROMPT: A bold presentation visualizing The Impact of 5G Technology with a pastel-colored layout with modern design cues. The title reads "The Impact of 5G
Technology" and is complemented by a paragraph stating "5G networks are enabling faster connectivity, supporting innovations in autonomous vehicles, remote
surgeries, and smart devices.". Avisual chart labeled "5G Coverage Expansion” includes categories like "Urban Areas", "Suburban", and "Rural". Decorative icons such
as a5Gicon, a satellite dish, and a smartphone add context. The slide concludes with a footer note: "Telecom Industry Report, 2025".

Figure 4: Visualization results of methods Seedream 3.0 [3]], Recraft v3 [13]], GPT-40 [6], HiDream-
I1-Full [4] and Stable Diffusion 3.5 Large [11] on text. Row 1, 2 correspond to short prompts. Row
3, 4 correspond to middle prompts. Row 5, 6 correspond to long prompts.
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PROMPT: The task is to sketch a diagram illustrating how knowledge distillation is applied in compressing models. Let's delve into this approach and visualize its key
components. Tips: Model compression, knowledge distillation, teacher-student framework.
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PROMPT: Could you draw the complete sequence of cell division, focusing on the stages of mitosis? Tips: chromosomes, spindle fibers, cytokinesis.

Figure 5: Visualization results of methods GPT-40 [6]], Recraft v3 [13], HiDream-I1-Full [4],
Imagen3 [2] and Stable Diffusion 3.5 Large [11]] on reasoning. Row 1 aims to illustrate how
coral reefs are formed, highlighting key steps such as the growth of coral polyps and the gradual
accumulation of calcium carbonate structures. Row 2 demonstrates the working mechanism of
knowledge distillation in model compression, which must include both the teacher model and the
student model. Row 3 focuses on the stages of mitosis, including prophase, metaphase, anaphase,
and telophase.
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Stable Diffusion 1.5 Kolors 2.0 Stable Diffusion XL Seedream 3.0 Flux-1.dev

PROMPT: Please create a realistic photograph capturing a woman in a brown shirt and jeans, joyfully smiling as she lies on a bed of fresh snowflakes. Her hair is gently
tousled, and the scene is set against a backdrop of towering evergreen trees.

Bernuulli's

g

Fienuiuud promty

PROMPT: We need you to show a diagram depicting Bernoulli's principle in fluid mechanics. Tips: Fluid dynamics, Pressure, Velocity.

Figure 6: Visualization results of methods Stable Diffusion 1.5 [10]], Kolors 2.0 [12]], Stable Diffusion
XL [[7]], Seedream 3.0 [3] and Flux-1.dev [3] on diversity.
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PROMPT: A character with distinct sharp facial features, pierced ear, wavy hair, colorful jacket, unique tie, glove holding cigarette, watch on wrist, contrasted deep
blue background. The scene is depicted in minimalism.

Figure 7: Visualization results of methods GPT-4o [6], Stable Diffusion 1.5 [10], SANA-1.5 4.8B
(PAG) and 1.6B (PAG) [13], and Seedream 3.0 [3]] on traditional styles. The styles are pointillism
and minimalism.

GPT-40 Seedream 3.0 Recraft v3 SANA-1.5 4.8B (PAG) Kolors 2.0

PROMPT: Standing confidently outdoors, a character deftly adjusts a large white sun hat against the bright blue sky. They wear an elegant white dress, their long blonde
hair styled in graceful braids. Rendered entirely in a watercolor style.

PROMPT: This is a clay style image. A sloth crawls slowly across a dirt road winding through the center of a dense tropical forest. Its movements emphasize the calm
rhythm of the natural surroundings, with vibrant greenery stretching in all directions under the bright daylight. The serene setting evokes a sense of stillness and
connection to the jungle's unhurried pace. The sloth's deliberate journey becomes a quiet, captivating focal point amid the lush scenery.

Figure 8: Visualization results of methods GPT-4o [6], Seedream 3.0 [3]], Recraft v3[13], SANA-1.5
4.8B (PAG) [13] and Kolors 2.0 on media styles. The styles are watercolor and clay.

GPT-40 Flux-1.dev SANA-1.5 4.8B (PAG) Imagen3 SANA-1.5 1.6B (PAG)
/8%

PROMPT: Six young wizards dressed in vibrant house uniforms, three wearing stylish glasses, holding leather-bound books and feathered quills, show delighted smiles
and shy blushes as they stand in a majestic library filled with ancient magical artifacts. Rendered in comic and anime styles.

PROMPT: Designed in a distinctly 3d rendering look, this underwater scene showcases an acrylic pour painting style with dynamic colors of purple, blue, green, and
yellow. Intricate textures outline coral reefs amid dreamy bubbles and sparkles.

Figure 9: Visualization results of methods GPT-4o [6], Flux-1.dev [3], SANA-1.5 4.8B (PAG) [13l],
Imagen3 [2] and SANA-1.5 1.6B(PAG) [13] on anime styles.The styles are comic and 3d rendering.
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