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Figure 1: Optimality gap in values and the variance of the RSVB posterior (mean over 100 sample
paths) against the number of samples (n) for various values of γ. We also include the optimality gap
and posterior variance plots for the case when conjugate prior is used.
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Figure 2 (b): Joint posterior distribution of {θ3, τ}, plot for different level of risk sensitivity.

49


	Introduction
	Risk-Sensitive Variational Bayes
	Assumptions

	Asymptotic Analysis of the Optimality Gaps
	Properties of nR()

	Applications
	Single-product Newsvendor Model
	Gaussian process classification
	Eight-schools model

	Discussion and Future Work
	Supplementary Material
	Additional definitions
	Single product newsvendor problem (cont.)
	Multi-product newsvendor problem
	Gaussian process classification (cont.)
	Proofs
	Alternative derivation of LCVB

	Proof sketch of Theorem 3.1
	Proof of Theorem 3.1:
	Proof of Theorem 3.2 
	Proofs in Section 3.1

	Sufficient conditions on R(a,) for existence of tests 
	Newsvendor Problem
	Multi-product Newsvendor problem
	Gaussian process classification
	Eight-schools model (fixed n)


	Response to reviews
	Reviewer FLVD
	Reviewer 3wrT
	Reviewer r5cb
	Reviewer j4gK




