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We include regularisers that encourage:

1. Completeness à discovered concept scores !𝒄 should predict a task of interest.

2. Coherencyà Similar samples should lead to a similar set of concept scores.

3. Diversity à different scoring functions and masks represent different concepts.

4. Specificity à concepts should be a function of only a handful of input features.

Furthermore, as in traditional concept bottleneck models (CBMs) [1], we can include 
supervision for known concepts when we have train-time concept labels.

Tabular Concept Bottleneck Model (TabCBM)

We discover concepts via a differentiable feature selection mechanism that learns 𝑘! 

pairs $𝝅 ! , 𝑠 !
"#$

%!
	of subsets of features !𝝅 "  and scoring functions 𝑠 " 	from which a 

bottleneck of concept scores !𝒄 ∈ 0, 1 % can be used to predict a downstream task.

TabCBM: Concept-based Interpretable Neural Networks for Tabular Data

Research Gap: How do tabular tasks fit within 
concept-based interpretable frameworks?

Key Finding #2: TabCBM discovers tabular 
concepts aligned with expert-annotated concepts
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Key Finding #1: Interpretability without sacrificing 
performance

Figure 2: Five known Gene Expression Programs (GEPs) in a synthetic scRNA task together 
with TabCBM’s discovered concept with the highest absolute correlation with each GEP.

Key idea: Feature subsets as tabular concepts

Figure 3: TabCBM task accuracy after intervening on a varying number of concepts (x-axis), 
across tasks (columns), and varying whether we intervene only on supervised concepts (rows). 

Key Finding #3: Performance can be boosted via 
human-in-the-loop concept interventions

Table 1: Task accuracy (%) of competing methods across tabular tasks without ground truth concept 
labels at train time.

Figure 1: Task accuracy (%) of concept-interpretable methods across synthetic tabular tasks with 
known ground truth concepts. We show the accuracy as we vary the number of training concepts k.

Table 2: Mean concept representation quality metrics (%) measured across several 
synthetic datasets with ground-truth concept annotations (higher values are better). 

• Recent work in explainable artificial intelligence (XAI) [1-4] has proposed 
interpretable neural networks that explain predictions via high-level “concepts”.

• However, previous works in this field have been uniquely focused on image [2], 
graph-structured [3], and text [4] tasks, leaving crucial tabular tasks, such as 
clinical and genomics tasks, outside of the scope of these methods.

• Hence, in this work we explore (1) what a concept entails in a tabular task and 
(2) how we can construct concept-interpretable models without sacrificing the 
performance observed in simpler state-of-the-art tabular methods (e.g., GBMs).

Training: How do we learn meaningful concepts?
Given a task on 𝑛 input features, we define a tabular concept as a fixed group of highly 
correlated features 𝝅 ∈ 0, 1 & 	that form the input to a scoring function representing a 
“meta feature” 𝑠:ℝ∑(" → 0, 1  .
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