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Abstract

 To resolve the inherent tension between transparency and intellectual 
property, an indirect explanation mechanism is proposed, utilizing 
alternative technical solutions for compliance. At the governance level, a 
public-private collaborative path is advocated, wherein the state sets 
mandatory framework standards and supervises enforcement, while 
enterprises independently develop compliance tools. This research 
provides critical theoretical support for advancing AI legislation and 
constructing a secure and self-governing AI governance framework for 
China.

Methodology and Results

Algorithmic black boxes systematically challenge legal liability attribution and 
procedural justice, making AI explainability a legal necessity. It requires hierarchical, 
indirect mechanisms and the proportionality principle to define explanation boundaries, 
relying on public-private collaboration and global rule coordination. This provides 
theoretical support for China’s AI legislation and global trustworthy AI governance.
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Adopting literature analysis, case studies (e.g., SyRI, YETTEL) and theoretical 
construction, the study centers on the proportionality principle. It builds a three-
tier explanation model and indirect mechanism, clarifies multi-subject obligation 
boundaries, and explores public-private collaborative governance and cross-
border compliance coordination to balance transparency, innovation and other 
interests.

The “ black box ” nature of AI algorithms presents a profound 
challenge to the foundational principles of modernlegal systems, 
specifically the attribution of liability andprocedural justice. This 
article addresses the legalboundaries and implementation 
mechanisms of explainability by proposing an integrated framework 
that combines a hierarchical model with indirect methods. We argue 
that the duty to explain must be governed by the principle of 
proportionality, dynamically calibrating its scope to the risk level of 
the algorithm.

Algorithmic opacity poses systemic threats to legal liability attribution 

and procedural justice, making AI explainability an indispensable legal 

cornerstone for trustworthy technology. This research addresses the 

gap by constructing a proportionality-guided framework—integrating 

a three-tiered explanation model, indirect compliance mechanisms, 

and public-private collaborative governance—to balance transparency, 

innovation, and intellectual property protection.

Looking ahead, legal frameworks must evolve dynamically with 

technological advancements, while interdisciplinary talent cultivation 

and strengthened auditing systems are critical for implementation. 

Globally, aligning with international standards via UN/WTO-led 

cooperation will mitigate cross-border compliance dilemmas. Ultimately, 

this work lays theoretical and institutional groundwork for China’s AI 

legislation and contributes to the global co-governance of accountable, 

rule-of-law-compatible AI.
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