
Missing Knowledge in Retrieval-Augmented Generation: Aligning User
Queries with Knowledge Base

Anonymous ACL submission

Abstract

Retrieval Augmented Generation (RAG) frame-001
works mitigate hallucinations in Large Lan-002
guage Models (LLMs) by integrating external003
knowledge, yet face two critical challenges: (1)004
the distribution gap between user queries and005
knowledge bases, and (2) incomplete cover-006
age of required knowledge for complex queries.007
Existing solutions either require task-specific008
annotations or neglect inherent connections009
among query, context, and missing knowledge010
interactions. We propose a Missing Knowl-011
edge RAG Framework that synergistically re-012
solves both issues through Chain-of-Thought013
reasoning. By leveraging open-source LLMs,014
our method generates structured missing knowl-015
edge queries in a single inference pass while016
aligning query knowledge distributions, and017
integrates reasoning traces into answer gener-018
ation. Experiments on open-domain medical019
and general QA datasets demonstrate signifi-020
cant improvements in context recall and answer021
accuracy. The framework achieves effective022
knowledge supplementation without additional023
training, offering enhanced interpretability and024
robustness for real-world question answering025
applications.026

1 Introduction027

The rapid advancement of Large Language Mod-028

els (LLMs), exemplified by various architectures029

(OpenAI et al., 2024; Grattafiori et al., 2024; Qwen030

et al., 2025; DeepSeek-AI et al., 2024), has demon-031

strated remarkable improvements on a wide range032

of natural language processing tasks. However,033

their reliance on static, parametric knowledge of-034

ten leads to hallucinations, factual inaccuracies,035

and outdated responses, particularly in dynamic or036

domain-specific scenarios. To mitigate these lim-037

itations, Retrieval-Augmented Generation (RAG)038

frameworks have emerged as a promising paradigm039

for knowledge intensive tasks (Lewis et al., 2020),040

integrating external knowledge bases with LLMs041

to enhance answer reliability. While standard RAG 042

pipelines retrieve contextually relevant documents 043

to ground LLM outputs, two critical challenges 044

persist: 045

(1) Distribution Gap between user queries and 046

different knowledge bases, which undermines re 047

trieval relevance. As illustrated in the upper portion 048

of Figure 1, a significant disparity exists between 049

colloquial/non-professional user descriptions and 050

formal medical literature. Previous approaches pri- 051

marily focus on training memory networks to gen- 052

erate task-specific cues (Qian et al., 2024) or em- 053

ploy adaptive evidence retrieval (Li et al., 2024) 054

to bridge semantic gaps, which often require addi- 055

tional annotation efforts. Alternative solutions in- 056

volve query rewriting (Ma et al., 2023) or query de- 057

composition enhanced by Monte-Carlo Tree Search 058

(MCTS) (Jiang et al., 2024). While these methods 059

demonstrate partial success, they overlook a nat- 060

urally aligned knowledge source that inherently 061

matches user query distributions: historical user 062

Q&A pairs. As shown in Fig. 1, compared with spe- 063

cialized medical texts, these historical pairs exhibit 064

stronger alignment with user queries and intents, 065

making them valuable resources for addressing user 066

inquiries. 067

(2) Missing Knowledge, where retrieved con- 068

texts fail to fully cover the knowledge required 069

to answer complex queries. Existing works lies 070

in two paths. One lines of work proposes itera- 071

tive retrieval directly using the first round answer 072

(Shao et al., 2023) or the intrinsic reasoning capabil- 073

ities of LLMs (i.e., GPT-3.5) to separately generate 074

missing information and new queries for subse- 075

quent retrieval (Wang et al., 2025). The other line 076

of work propose to generate evidence and critics 077

with special tokens in one single pass adaptively (Is- 078

lam et al., 2024; Asai et al., 2024). Although effec- 079

tive, prior works might neglect the internal connec- 080

tion among user query, context, missing knowledge 081

and derived missing knowledge query with distribu- 082
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User Query: 请问怀孕期间在电池厂制片车间负极上班对胎儿有影响吗？
May I ask if working in the negative electrode section of the production workshop at a battery factory during pregnancy has any impact on the fetus?
Retrieved wiki chunks:
怀孕应该注意哪些: 怀孕时应避免做放射性检查......孕妇应注意生活中每个细小的环节，并耐心地应对，让孕期生活轻松愉快。
During pregnancy, it is important to avoid radiological examinations......Pregnant women should pay attention to every small detail in daily life and
respond with patience, ensuring a relaxed and enjoyable pregnancy.
Prediction:
在电池厂制片车间工作确实可能接触多种有害物质......建议您尽快咨询医生，并详细说明您的职业环境，以便得到专业指导和必要监测。
此外，尽量采取有效措施减少工作中有害物质的暴露，确保母婴安全。

Retrieved QA Pairs:
Q: 有个电子公司，生产锂电池，应聘我去做质检一职，会影响我怀孕吗？或者我怀孕了上班锂电池的辐射会影响胎儿正常发育吗？
Q: There is an electronics company that produces lithium batteries, and they are offering me a position in quality inspection. Will this job affect my
pregnancy? Or, if I am pregnant, will the radiation from the lithium batteries affect the normal development of the fetus?
A: 病情分析：你好配料工序会产生一些粉状漂浮物，主要是原材料粉，涂布工序会产生一些挥发性气体，比如NMP，注液工序会有电解
液气体......指导意见：......
Medical Analysis: During the production process of lithium batteries, the ingredient mixing stage generates some powdered airborne particles,
primarily raw material powders. The coating process produces some volatile gases, such as NMP, and the electrolyte filling process releases
electrolyte gases... Guidance: ...
Prediction:
您好，您在电池厂制片车间工作可能会接触一些化学物质，比如负极材料里的石墨、粘结剂以及溶剂等。建议还是要加强个人防护措施，
减少长期处于这种环境下的时间。同时，记得按时做产前检查，确保胎儿健康成长。
Hello, working in the electrode manufacturing workshop of a battery factory may expose you to certain chemical substances, such as graphite,
binders, and solvents in the anode materials. It is advisable to enhance personal protective measures and reduce the amount of time spent in such an
environment. Additionally, remember to attend regular prenatal check-ups to ensure the healthy development of the fetus.

Gold Answer:
指导意见：你好，根据你的情况来看，怀孕期间在车间工作有一定程度影响，电池带有放射性。
Guidance: Hello, based on your situation, working in the workshop during pregnancy may have some impact, as batteries can emit radiation.

Figure 1: Comparison of retrieved text chunks for the same query from Huatuo-26M (Li et al., 2023), a large scale
chinese open domain medical QA dataset, where plain texts and QA pairs come from medical encyclopedia, articles
and health websites respectively. Here, we highlight the relevant information in blue with query in red.

tion mismatch between query and knowledge bases,083

which might lead to suboptimal retrieval outcomes.084

In this work, we propose a Missing Knowl-085

edge RAG Framework based on Chain-of-Thought086

(CoT) (Wei et al., 2022) which systematically ad-087

dresses both challenges through a unified, effi-088

cient pipeline. Unlike prior methods, our approach089

explicitly consider the intrinsic relationships the090

query, retrieved context, missing knowledge and its091

corresponding query. With the help of powerful rea-092

soning capabilities of open-sourced LLM (>70B),093

our framework enables the LLM to generate struc-094

tured, JSON-formatted missing knowledge queries095

in a single-step inference, while aligning query and096

knowledge base distributions. Furthermore, the097

generated reasoning traces are seamlessly incor-098

porated into the final answer generation process,099

ensuring both interpretability and accuracy.100

1. We comprehensively explore methods to101

bridge the gap between query and knowledge base102

distributions by leveraging multi-source knowledge103

bases within a real world question answering sys-104

tem, without additional training.105

2. We introduce an efficient one-pass (RAG) 106

framework incorporating missing knowledge query 107

generation, which explicitly exploits the inher- 108

ent relationships among queries, contexts, missing 109

knowledge, and their corresponding queries. 110

3. We conduct extensive experiments on two 111

open-domain question-answering datasets, evalu- 112

ating both general and domain-specific scenarios. 113

Additionally, we provide a detailed analysis of the 114

effectiveness with our proposed framework through 115

context recall metrics. 116

2 Method 117

In the following section, we will first define the 118

problem, followed by a comprehensive analysis of 119

the encountered challenges, and finally propose our 120

RAG framework augmented with missing knowl- 121

edge integration. 122

2.1 Problem Statement 123

Given a user query Q, the task of RAG system is 124

to first retrieve contexts C = {c1, c2, ...} which is 125

closely related to user query, and then generate a 126
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{
    "thought": "The answer partially...",
    "judge": "True",
    "missing_knowledge": ['Flag bearer for the
2014 Summer Olympics opening and closing
ceremony']
    "query": ['Who carried the US flag in the
2014 Summer Olympics opening ceremony?', ...]
}
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### History QA pairs
....
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...
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Figure 2: Illustration of our Missing Knowledge RAG framework. Our pipeline first retrive from knowledge bases,
and prompt Open sourced LLM to give draft answer. Second, LLM need to decide is there any knowledge missing.
Different from standard RAG pipeline, the LLM need to generate missing knowledge and query with JSON format
in a single-turn. Finally, after second-time retrieval with generated query, we prompt all the retrieved contexts with
explicit knowledge to generate the final answer.

final answer Y based on query and contexts. The127

final goal of a RAG system is to ensure the compre-128

hensive and precise retrieval of contexts relevant129

to the query, thereby facilitating the accurate gen-130

eration of corresponding answers compared with131

ground truth A.132

2.2 RAG with missing knowledge framework133

Retriever Module To address the distribution134

gap between queries and text chunks in the knowl-135

edge base in practical applications, we propose136

to retrieve from different knowledge bases (i.e.137

Wikipedia chunks, historical QA pairs or the138

merged knowledge base).139

As presented in Figure 2, in standard RAG140

pipeline, given a user query Q, we first retrieve141

top-k chunks with the encoded query embedding142

and similarity search.143

qE = Encoder(Q),

tE = {Encoder(Di), i = 1, ..., |D|},

V = {

√√√√ d∑
j=1

(tEij − qEj)2|i = 1, ..., |D|},

C = {D[i]|i ∈ arg Top-k(V)},

(1)144

where, D denotes the retrieved knowledge base145

with text chunks, V and C refer to encoded vector146

set and Topk selected contexts according to L2147

metric respectively.148

Then we could get the first round answer with149

frozen LLM generation.150

Ŷ = LLMθ(xi|q, C, x<i, i = 1, ..., t) (2)151

Missing Knowledge Module To mitigate the po- 152

tential issue of missing knowledge, we propose a 153

single-pass CoT prompting method to indentify the 154

missing knowledge and generate its correspond- 155

ing query at the same time, considering the poten- 156

tial distribution gap between missing knowledge 157

query and knowledge bases. Previous efforts need 158

a two-stage missing information pipeline with iter- 159

ative retrieval (Wang et al., 2025) or train a specific 160

generative module (Qian et al., 2024). Instead, 161

we consider the intrinsic relationships between the 162

query, context, and missing knowledge, and em- 163

ploy an efficient reasoning approach with open- 164

sourced LLM, utilizing the power of CoT to get 165

JSON formatted outputs. Specifically, for example, 166

given query Q “who carried the us flag in 167

the 2014 Olympics?”, retrieved contexts C and 168

first round prediction Ŷ , we utilize CoT prompt 169

to generate analysis part “thought”, judgment 170

about whether knowledge missing or not “judge”, 171

missing knowledge cues “missing_knowledge”, 172

which is “flag bearer for the 2014 summer 173

Olympics opening and closing ceremony” 174

and finally corresponding query “who carried... 175

opening ceremony?” and “who carried... 176

closing ceremony?” aligned with knowledge 177

base distribution. The detailed prompt for miss- 178

ing knowledge query and answer generation is pre- 179

sented in Appendix A. 180

Finally, we utilize the aligned missing knowl- 181

edge query to retrieve relevant information 182

from the specified knowledge base. Subse- 183

quently, we apply a straightforward deduplica- 184

tion function using md5 hashing to remove re- 185
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dundant text chunks. Then, we consolidate them186

with part of CoT information into a structured187

prompt to generate the final answer, which con-188

tains “## Context...## Missing Knowledge189

Context...{thought}...## Question...”190

3 Experiment191

3.1 Experiment Setup192

We fairly evaluated our framework under a one-shot193

setting on two open-domain question answering194

datasets: Natural Questions (NQ) (Kwiatkowski195

et al., 2019) for general knowledge question an-196

swering, which consists of real-world user queries197

from search engines. And we further experiment198

on specific medical domain, Huatuo-26M (Li et al.,199

2023), which is a large-scale chinese medical QA200

dataset curated from online healthcare QA websites201

These datasets are ideal benchmarks to evaluate202

the robustness of the proposed framework, which203

contain a large volume of high-quality QA pairs, re-204

flecting the natural distribution of user interactions205

across various real-world QA systems.206

We utilize open-sourced Llama3.3-70B207

(Grattafiori et al., 2024) and Qwen2.5-70B-Instruct208

(Qwen et al., 2025) as our backend LLM within all209

modules in the framework for English and Chinese210

benchmark respectively, owing to their success211

on LMSys leaderboard under specific categories1.212

We employ bge-en-large (Xiao et al., 2023) and213

bge-large-zh-v1.5 with specific prompt to encode214

query and text chunks, following instructions on215

the website2 and use Faiss index (Johnson et al.,216

2019) IndexFlat with L2 metrics for similarity217

search.218

For NQ evaluation, we use all the documents219

provided in the NQ dataset directly without any220

HTML tag to construct wikipedia knowledge base.221

To accommodate the maximum length constraints222

of the encoder model, each document is segmented223

into text chunks containing fewer than 300 words,224

resulting in 4.8 million text chunks, followed by225

a deduplication process with md5 hash, as Table226

2 shows. To provide a fair comparison, we also227

leverage all the QA pairs in the training set of NQ228

and prompt the LLM to summarize documents into229

pseudo QA pairs in the test set. This process yields230

128,000 QA pairs, which undergo a deduplication231

procedure using md5 hashing. Furthermore, we232

1Chatbot Arena LLM Leaderboard: https://lmarena.ai/
2Instructions for using BGE series models on Hugging

Face: https://huggingface.co/BAAI/bge-large-en

merge all the document chunks with history QA 233

pairs to get a merged knowledge base with 7.3 234

million text chunks, followed by a similar dedupli- 235

cation preocess. 236

For Huatuo-26M evaluation, we use all the pro- 237

vided encyclopedia articles, segmenting them into 238

text chunks of 400 tokens to construct the medi- 239

cal wikipedia knowledge base, while using all the 240

consultant records to construct history QA pairs. 241

Furthermore, we merged all the encyclopedias with 242

consultant records, getting 9 million text chunks 243

for the merged knowledge base. 244

During evaluation, we use normalized exact 245

match (EM) and word level F1-score to compare 246

final prediction with ground truth answer. For med- 247

ical open domain QA task, we use ROUGE and 248

BLEU score to evaluate. In order to comprehen- 249

sively and fairly evaluate if the retrieved contexts 250

contains all the knowledge needed to answer user 251

query, we develop context recall metric with pow- 252

erful LLM3 (i.e. DeepSeek (DeepSeek-AI et al., 253

2024)4), as ground truth contexts are not available 254

under this scenario. First, we prompt DeepSeek-V3 255

with Q and A to get labeled ground truth context 256

GTC , which contains all the necessary knowledge 257

to answer the user query. Then, we further prompt 258

it to independently judge if the retrieved context 259

could be attributed in the GTC within the JSON for- 260

mat. Specifically, the output is a list containing at- 261

tribution judgement of contexts with reason, which 262

is like “{‘context’: string, ‘attributed’: 263

boolean, ‘reason’: string}”. Finally, we 264

could calculate the context recall score with the 265

following formula: 266

context_recall =

∑K
i=1 1attributed[i](Ci)

|GTC |
, (3) 267

where C, K represent the retrieved contexts and the 268

number of them respectively. 269

3.2 Baselines 270

Since our primary focus is on exploring how to use 271

open-sourced LLMs to infer missing knowledge 272

without fine-tuning, thereby improving the accu- 273

racy of open-domain question answering and the 274

3It is worth noting that we choose DeepSeek-v3 as it is
much cheaper with the MIT license and the difference of
classified output is relatively small compared with DeepSeek-
R1 (DeepSeek-AI et al., 2025)

4Limited by our budget, we randomly sample 256 data
from NQ validation set and 128 consultation data from Huatuo-
26M for evaluation.
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TopK Knowledge Base EM F1 Precision Recall Context_Recall_OrigQ Context_Recall_MisQ Miss_rate

- DirectGen 22.27 17.11 18.86 20.59 - - -

TopK=2
Wiki 26.17 20.19 20.12 27.19 - - -
QA Pairs 30.08 24.43 25.43 31.45 - - -

TopK=4

Wiki 29.69 21.71 21.63 29.13 - - -
Misk Wiki+Wiki 30.47 22.29 23.09 26.79 54.79 57.48 45.7%
QA Pairs 31.25 24.56 25.64 31.26 - - -
Misk QA Pairs + QA Pairs 32.81 25.65 27.8 29.42 36.29 37.11 53.91%
2-way retrieval 31.64 23.87 26.77 25.48 - - -
Misk Wiki+QA Pairs 32.42 24.85 26.37 29.19 65.13 69.09 48.44%
Misk QA Pairs+Wiki 35.16 27.20 28.64 32.19 36.82 62.66 52.34 %
Merged KB 35.55 26.75 28.13 30.63 - - -
Misk Merged KB 37.11 25.74 27.61 28.33 49.65 51.44 46.66%

Table 1: A comparison results from different baselines on the Natural Questions development set. The framework
retrieves from different knowledge bases (i.e. Wikipedia(Wiki), history QA pairs(QA Pairs), or a merged knowledge
base (Merged KB)). Misk {A+B} denotes the process of retrieving from knowledge base A and B with original query
and missing knowledge query respectively, hence Context_Recall_OrigQ and Context_Recall_MisQ specifically
refer to the recall scores evaluated using the ground truth context after retrieving the TopK contexts with standard
RAG and missing knowledge RAG under this scenario. Miss_rate denotes the proportion of instances that require
missing knowledge retrieval. The symbol "-" indicates that the result is not available. We bold the best performance.

Dataset Knowledge Base #Text Chunks

Natural Questions
Wikipedia 4,760,729
History QA Pairs 2,500,931
Merged KB 7,261,660

Huatuo-26M
Wikipedia 231,528
History QA Pairs 8,802,233
Merged KB 9,033,761

Table 2: Text chunk statistics about the knowledge bases
across different datasets.

completeness of retrieved texts, while also consid-275

ering the distribution gap between queries and the276

knowledge base, we primarily consider the follow-277

ing baselines:278

DirectGen, where the answer is directly gener-279

ate by prompting LLMs with parametric knowl-280

edge. It is worth noting that we use Llama3.3-70B281

and Qwen2.5-70B-Instruct as backbone LLM for282

NQ and Huatuo-26M datasets.283

RAG with different knowledge bases, which284

evaluates the standard RAG framework using mul-285

tiple knowledge bases (i.e. wikipedia, history QA286

pairs or the merged KB) to assess the impact of gap287

between query and different bases, which might288

affect retrieval and generation performance. We289

comprehensively explore with different retrieval290

combinations, and then pack into prompt to gen-291

erate the final answer: (1) Simply retrieve from292

wikipedia, history QA pairs or the merged knowl-293

edge base with TopK contexts. (2) 2-way retrieval,294

denotes separately retrieve TopK
2 text chunks from295

wikipedia and history qa pairs knowledge bases. 296

RAG with Missing knowledge extends RAG 297

by explicitly identifying and addressing missing 298

knowledge with one-pass generation during re- 299

trieval, considering the inter connection among 300

query, context, missing knowledge and its corre- 301

sponding query, aiming to improve answer com- 302

pleteness and accuracy. 303

3.3 Natural Questions Results 304

As shown in Table 1, by analyzing the retrieved 305

knowledge bases, we observed that using QA pairs 306

as the knowledge source significantly improved 307

the Exact Match (EM) and F1 scores compared 308

to Wikipedia, with maximum increases of 3.91% 309

and 4.24%, respectively. However, as the value 310

of TopK increased, the performance gap gradually 311

narrowed. For instance, at TopK=4, the improve- 312

ments reduced to 1.56% (EM) and 2.85% (F1). 313

This phenomenon can be attributed to the distri- 314

bution gap between queries and knowledge bases. 315

When the number of retrieved documents is small, 316

the likelihood of recalling relevant documents from 317

the history QA pairs KB is higher than that from 318

Wikipedia. However, Wikipedia chunks inherently 319

contain more comprehensive information, leading 320

to diminishing performance differences as TopK 321

increases. 322

Under the same TopK setting, our method of 323

supplementing missing knowledge retrieval out- 324

performed the standard RAG framework, achiev- 325

ing maximum improvements of 1.56% (EM) and 326

1.09% (F1). This enhancement is attributed to the 327
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TopK Knowledge Base ROUGE_1 ROUGE_2 ROUGE_L BLEU_1 BLEU_2 BLEU_3 BLEU_4 Context_Recall_OrigQ Context_Recall_MisQ

- DirectGen 13.91 1.46 9.73 9.38 2.80 0.99 0.30 - -

TopK=2
Wiki 15.06 1.84 10.15 12.01 3.77 1.38 0.48 - -
QA Pairs 15.20 1.78 10.11 12.81 3.86 1.53 0.56 - -

TopK=4

Wiki 16.70 2.25 10.57 14.35 4.73 1.91 0.77 - -
Misk Wiki+Wiki 18.05 2.09 11.74 17.87 5.52 2.17 0.83 34.91 35.36
QA Pairs 16.75 2.22 10.90 14.49 4.74 1.83 0.74 - -
Misk QA Pairs+QA Pairs 18.12 2.51 12.01 17.89 5.95 2.45 1.03 39.07 41.24
2-way retrieval 17.54 2.12 11.40 17.24 5.23 2.04 0.71 - -
Misk Wiki+QA Pairs 17.94 2.42 11.89 17.91 5.85 2.26 0.76 37.35 41.73
Misk QA Pairs+Wiki 17.66 2.53 11.70 18.03 6.06 2.40 0.84 39.41 41.80
Merged KB 18.06 2.33 12.18 19.03 6.07 2.30 0.74 - -
Misk Merged KB 18.63 2.50 12.38 19.13 6.31 2.70 1.21 38.60 40.48

Table 3: A comparison results of ROUGE and BLEU score from different baselines on the Huatuo-26M medical
consultation test set. The framework retrieves from different knowledge bases. Misk {A+B} represents the
retrieval augmented with missing knowledge process involving knowledge base A and B. Context_Recall_OrigQ
and Context_Recall_MisQ denote the recall scores evaluated for standard RAG and our missing knowledge RAG
framework, respectively. The symbol "-" indicates unavailable results. We bold the best performance.

model’s robust reasoning capability, which identi-328

fies missing knowledge and retrieves supplemen-329

tary information, resulting in a 2.69% increase in330

context recall. Notably, incorporating the model’s331

analysis of missing knowledge into the prompt in-332

directly contributed to generating more accurate333

answers. Nevertheless, due to the inherent distri-334

bution gap between queries and knowledge bases,335

retrieving from history QA pairs still yielded higher336

performance gains compared to Wikipedia, with337

improvements of 2.34% (EM) and 3.36% (F1).338

Furthermore, to comprehensively investigate the339

impact of knowledge base selection and combi-340

nation strategies—which may mitigate the distri-341

bution gap between user queries and knowledge342

bases—we explore a sequential retrieval approach343

integrating both wikipedia and QA pairs, with miss-344

ing knowledge augmentation. As shown in Table 1,345

we observe that retrieving from QA pairs using the346

user query, followed by retrieving from wikipedia347

using the missing knowledge query, achieves im-348

provements of 3.52% in Exact Match (EM) and349

3.33% in F1 score compared to the 2-way retrieval350

approach. Additionally, this retrieval combination351

yields a 25.84% improvement in context recall com-352

pared to directly retrieving from QA pairs using353

the original user query. In contrast, retrieving first354

from wikipedia and then from QA pairs results in355

only a 3.96% recall improvement.356

One potential explanation for this discrepancy is357

that wikipedia chunks inherently contain more com-358

prehensive information, and the generated missing359

knowledge query may effectively mitigate the dis-360

tribution gap with wikipedia. Another contributing361

factor could be the inherent distribution gap be-362

tween the original query and wikipedia, as errors in-363

troduced during the initial retrieval from wikipedia364

may propagate, negatively impacting subsequent 365

retrieval steps. 366

Finally, our framework achieves an Exact Match 367

(EM) score of 37.11% and an F1 score of 25.74% 368

by leveraging text chunks retrieved from a merged 369

knowledge base that combines wikipedia and QA 370

pairs, further enhanced through missing knowledge 371

retrieval. 372

To summarize, consider the inherent mismatch 373

between queries and knowledge bases, retrieve QA 374

pairs are more effective than wikipedia knowledge 375

base, and integrating missing knowledge signifi- 376

cantly enhances performance, demonstrating the 377

importance of dynamic knowledge integration. 378

3.4 Medical domain Results 379

To evaluate our missing knowledge retrieval frame- 380

work on domain specific tasks, we further evaluate 381

on Huatuo-26M, a chinese medical open-domain 382

question answering dataset. As shown in Table 3, 383

we discover that we could get better results with 384

0.14% ROUGE_1 and 0.8% BLEU_1 improve- 385

ment with retrieved QA pairs with standard RAG 386

pipeline. This could be attributed to the distribution 387

gap between user query and knowledge base in the 388

specific domain. The following is a case shows 389

the distribution gap in medical consultation, where 390

we retrieve text chunks from medical encyclopedia 391

and consultant QA pairs respectively. 392

Furthermore, we investigate the effectiveness 393

of missing knowledge retrieval within this frame- 394

work. As demonstrated in Table 3, the performance 395

exhibits notable improvements, with increases of 396

1.37% and 1.35% in ROUGE scores, as well as 397

3.4% and 3.52% in BLEU scores, when utilizing 398

missing knowledge queries derived from QA pairs 399

and Wikipedia, respectively. A plausible expla- 400
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nation for these enhancements is that the missing401

knowledge query retrieval mechanism retrieves a402

higher proportion of relevant text chunks, as ev-403

idenced by the 2.17% and 0.45% improvements404

in context recall compared with the standard RAG405

pipeline under the same TopK configuration.406

Case study of distribution gap within
Huatuo-26M

Query: As mentioned, I’ve been taking tra-
ditional Chinese medicine for qi deficiency
but also engage in intense daily workouts
that cause heavy sweating. Could this affect
the medicine’s efficacy?
Retrive from QA Pairs: Q: In summer,
even slight physical activity or mildly
hot weather causes sweating on my
upper body,... who diagnosed me with
qi deficiency and prescribed a 5-day
herbal treatment. What should I do? A:
...involves frequent sweating, which has
become more pronounced after taking the
prescribed herbal medicine. This could
be due to the presence of qi-tonifying...
temporarily stop taking the medication or
wait until the weather cools down before
resuming...
Retrieve from Wiki: Efficacy and Effects
of Aconite: Aconite can enhance myocar-
dial contractility, increase heart rate,...

407

Finally, we conduct an evaluation of various408

knowledge base retrieval combinations. The re-409

sults indicate that the highest ROUGE and BLEU410

scores, achieving 18.63% and 19.13% respectively,411

are attained when utilizing the merged knowledge412

base enhanced with missing knowledge retrieval.413

This approach demonstrates a 1.88% improvement414

in context recall compared with the standard RAG415

pipeline.416

3.5 Benefits with missing knowledge retrieval417

To further explain the role of missing knowledge418

retrieval. We offer fair comparison among differ-419

ent retrieval methods with the same number of text420

chunks before evaluation. Table 4 shows that com-421

pared with 2-way retrieval method, we could obtain422

8.09% and 2.41% recall improvement with missing423

knowledge query retrieval from NQ and Huatuo-424

26M QA pairs knowledge base respectively. And425

we also obtain 1.93% and 1.7% recall improve-426

ment with missing knowledge query retrieval from 427

NQ and Huatuo-26M wiki knowledge base respec- 428

tively. 429

To further explain the role of missing knowledge 430

retrieval, we provide a fair comparison among dif- 431

ferent retrieval methods by ensuring an identical 432

number of retrieved text chunks prior to evalua- 433

tion. As illustrated in Table 4, the missing knowl- 434

edge query retrieval demonstrates significant im- 435

provements in recall compared to the 2-way re- 436

trieval method. Specifically, recall improvements 437

of 8.09% and 2.41% are observed when utiliz- 438

ing the NQ and Huatuo-26M QA pairs knowledge 439

bases, respectively. Similarly, 1.93% and 1.7% of 440

recall improvements are achieved when employ- 441

ing the NQ and Huatuo-26M Wikipedia knowledge 442

bases, respectively. These results underscore the 443

effectiveness of missing knowledge retrieval in en- 444

hancing recall performance across diverse knowl- 445

edge sources. 446

Dataset Method QA Pairs Recall Wiki Recall

Natural Questions
2-way-retrieval 48.31 57.83
Mis Wiki+QA pairs 56.4 57.12
Mis QA Pairs+Wiki 48.51 59.76

Huatuo-26M
2-way-retrieval 32.87 27.31
Mis Wiki+QA pairs 35.28 27.23
Mis QA Pairs+Wiki 33.05 29.01

Table 4: Results of context recall for QA pairs and wiki
documents across different methods. Notably, the num-
ber of retrieved text chunks is identical for evaluation.

3.6 Impact on TopK for missing knowledge 447

retrieval 448

In order to detect the impact on context recall score 449

across different TopK, we conduct domain spe- 450

cific experiments on Huatuo-26M with missing 451

knowledge RAG and standard RAG. As shown in 452

Figure 3, we find that RAG with missing knowl- 453

edge query achieves better results, especially for 454

retrieving from QA pairs. While smaller TopK 455

shows different trends, which could be explained 456

by failing to reason with limited contexts. And 457

as TopK becomes larger, the gap of recall score 458

between missing knowledge RAG with standard 459

RAG becomes smaller, which could be explained 460

by enough contexts to answer the user query. To 461

systematically evaluate the influence of varying 462

TopK values on context recall performance, we 463

conducted domain-specific experiments utilizing 464

the Huatuo-26M dataset, comparing the effects 465

of missing knowledge RAG and standard RAG 466
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frameworks. Our findings indicate that the missing467

knowledge RAG approach yields superior results,468

particularly retrieving from QA pairs. Notably,469

smaller TopK values exhibit divergent trends, this470

might attribute to the challenges of reasoning ef-471

fectively with limited contextual information. Con-472

versely, as TopK increases, the disparity in recall473

scores between missing knowledge RAG and stan-474

dard RAG diminishes, this could be rationalized by475

the provision of sufficient contexts to adequately476

address user queries.477

2 4 6 8

35

40
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50

TopK of retrieved QA pairs

R
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%
)

RAG with Missing Query
standard RAG

(a) Retrieve from history QA pairs.

2 4 6 8

28

33

38

43

48

53

TopK of retrieved Wiki documents

R
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al
l(

%
)

RAG with Missing Query
standard RAG

(b) Retrieve from wikipedia knowledge base.

Figure 3: Context Recall scores of RAG variants across
TopK values, comparing missing knowledge query (re-
trieving one text chunk from knowledge base using user
query followed by missing knowledge query) with stan-
dard RAG (directly retrieving two text chunks from
knowledge base) at TopK=2.

4 Related Work478

Iterative RAG with missing knowledge To en-479

hance reasoning ability within the RAG pipeline,480

there are primarily two approaches: One relies on481

teaching model how to think utilizing internal pa-482

rameter knowledge. Qian et al. (2024) proposes to483

use parametirc memory module to generate context484

cues before retrieval, in order to bridge the gap485

between query and knowledge base. Islam et al.486

(2024) proposes to use hybrid adaptive retrieval to487

effectively determine relevant and supported con-488

texts. Another line lies on optimizing reasoning 489

through external process with powerful LLM such 490

as GPT-3.5 to generate follow up thinking steps 491

(Press et al., 2023; Yao et al.). Kim et al. (2024) 492

propose a RAG system with query decomposation 493

and expansion. Jiang et al. (2024) and Wang et al. 494

(2024) utilizes Monte-Carlo Tree Search to find 495

optimal chunk combinations. Wang et al. (2025) 496

propose to extract missing information and gen- 497

erate query within a two-pass pipeline, whereas 498

Trivedi et al. (2023) employ the CoT sentence to 499

perform iterative retrieval. 500

Inspired by their works, we build an efficient, 501

single-pass way to generate formatted missing 502

knowledge and its query, which could be inter- 503

connected with open-sourced frozen LLMs. Fur- 504

thermore, we utilize reasoning ability within LLM 505

without training effectively. 506

Query generation in RAG To improve the ac- 507

curacy of retrieved contexts, further enhance the 508

accuracy of output responses, and mitigate the dis- 509

tribution gap between queries and the knowledge 510

base, the quality and form of queries are crucial. 511

Many efforts focus on query rewriting to boost the 512

accuracy of question answering. (Li et al., 2024) 513

propose to train a unified model to generate Fine- 514

grained clues and evidence at the same time. (Ma 515

et al., 2023) propose a trainable rewrite-retrieve- 516

read framework. 517

Inspired by their progress, we further explore 518

the distribution gap between query and different 519

knowledge base. And build an efficient miss- 520

ing knowledge query generation framework with 521

frozen LLMs. 522

5 Conclusion 523

We comprehensively explore the distribution gap 524

between query and text chunks with in knowledge 525

bases by leveraging multi-source knowledge bases 526

in a real-world question answering system. Further- 527

more, to mitigate the missing knowledge problem, 528

we propose a Missing Knowledge RAG Frame- 529

work leveraging Chain-of-Thought (CoT) reason- 530

ing, which introduces one-pass efficient missing 531

knowledge query generation. By explicitly model- 532

ing the interconnections among the query, retrieved 533

contexts, missing knowledge, and its correspond- 534

ing query, our approach enhances the relevance 535

and completeness of retrieved knowledge consid- 536

ering the above distribution gap as well without 537

additional training. 538
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Limitation539

Our work primarily focuses on addressing the dis-540

tribution gap between queries and knowledge bases541

by exploring different knowledge sources, rather542

than optimizing the retrieval mechanism itself. To543

ensure a fair comparison, we employ a widely-used544

dense retriever, leaving the exploration of advanced545

retrieval techniques for future work.546

Ethical Statement547

This study complies with ethical standards by using548

open sourced data and avoiding sensitive personal549

information. Our research improves accuracy and550

reliability for the widely used QA system, ensuring551

no harm to individuals or communities.552
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# Natural Questions
You are an knowledge expert and proficient in JSON formats.
## Instructions Given a question, retrieval context and prediction, your task is to determine if the context information
is sufficient to answer the question or if additional knowledge is required, rewrite with short query
which is closely related to the main entity in the query.
### Missing Knowledge Criterion:
- The Incomplete answer may not cover all key-points and details of the question.
- The answer contain wrong information, and is inconsistant with contexts or facts.
- The answer is fuzzy or irrelevant.
### Requirements
Proceed step by step as follows:
- First, based on the question and first round answer, determine if the answer is imcomplete or the retrieval text lacks
the knowledge required to answer the question;
- Second, if true, list the missing knowledge and generate the corresponding query;
- Third, output reason and a dict containing the fields ’thought’, ’judge’, ’missing_knowledge’,
and ’query’, adhering strictly to the JSON format;
- Query should be short, precise and closely related to query;
## Output Format
“‘json
{"thought": str, "judge": bool, "missing_knowledge": list, "query": list}
“‘
Key-value descriptions:
- thought: analysis on the correctness ans relavance of the retrived context;
- judge: if the knowledge is missing;
- missing_knowledge: list of missing knowledge;
- query: list the corresponding query of missing knowledge;
## Query
{query}
## Context
{contexts}
## First Round Answer
{first round prediction}
## Output

Figure 4: Prompts for missing knowledge query generation with NQ dataset.
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# Huatuo-26M (Translated)
Translate the following prompt into English while preserving the format:
You are a medical knowledge expert proficient in Chinese and JSON format.
## Requirements
Given a query question, retrieved text, and first-round response, analyze step by step whether medical knowledge is missing.
Output markdown-embedded JSON data containing the missing knowledge and rewritten corresponding query questions.
- First, based on the query question, retrieved text, and first-round response, analyze and determine if the
retrieved text lacks relevant symptoms and treatment plans required to answer the symptoms;
- Second, if True, list the missing knowledge and generate corresponding queries;
- Third, output data containing judge, missing_knowledge, and query, strictly adhering to JSON format requirements;
## Output Format
{"thought": str, "judge": bool, "missing_knowledge": list, "query": list}
##Format Explanation
- thought: brief analysis process;
- judge: whether knowledge is missing (True if missing, False otherwise);
- missing_knowledge: missing knowledge in list format;
- query: corresponding query questions in list format;
## Missing Knowledge Example
“‘json
{"thought": "xxx", "judge": true, "missing_knowledge": ["causes of migraines", "methods to alleviate migraines"],
"query": ["causes of migraines", "How to alleviate migraines?"] } “‘
## No Missing Knowledge Example
“‘json
{"thought": "No missing knowledge", "judge": false, "missing_knowledge": [], "query": []}
“‘
## Query
{query}
## Context
{contexts}
## First Round Answer
{first round prediction}
## Output

Figure 5: Prompts for missing knowledge query generation with Huatuo dataset.
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Natural Questions
## Instructions
Please carefully read the following context and briefly answer the question with essential keywords or short phrases based on the context.
## Requirements
- Ensure that your answer is highly relevant to the provided contexts and missing knowledge contexts.
- The answer should be short, concise, and as accurate as possible without explanation.
- If it is not mentioned in the context, briefly answer with your own knowledge.
Example:
## Context
### Documents
Document[1]: Google was founded by Larry Page and Sergey Brin while they were Ph.D. students at Stanford University.
### History QA pairs
Q: Who is the original CEO of Google?
A: Larry Page and Sergey Brin.
## Question
who founded google?
## Answer
Larry Page and Sergey Brin
## Context
{contexts}
## Missing Knowledge Context
{thought}
{context retrieved with missing knowledge query}
## Question
{query}
## Answer

Huatuo-26M
You are a medical Q&A assistant, and your task is to provide brief advice based on the retrieved text,
missing knowledge, and the example format in response to the question.
## Requirements
Use natural language in your response, do not format as a list Keep the response concise, do not repeat
the question content Ensure the response is relevant to the question, retrieved text, and missing knowledge.
## Example
## Context
## Historical Q&A Record
Q: Why do I feel hungry after a nap?
A: If you are chronically sleep-deprived, you may feel hungry because lack of sleep increases cortisol and
ghrelin levels in the body. Ghrelin is the hunger hormone that stimulates your appetite.
## Missing Knowledge
## Document
Document[1]: Patients with hyperthyroidism have increased thyroid hormone secretion, which speeds up the body’s metabolism.
Food is quickly consumed, leading to symptoms like increased
hunger and food intake. In addition to increased appetite, these individuals may also experience
rapid heart rate, excessive sweating, hand tremors, weight loss, irritability, and menstrual irregularities.
## Question:
Why do I feel hungry after taking a nap at noon?
## Answer:
Based on your description, hyperthyroidism should be ruled out. It is recommended to visit an endocrinology clinic
and undergo blood tests for T3, T4, and TSH to exclude hyperthyroidism.
Ensure adequate sleep and maintain a positive mood, then treat according to the specific condition. Take this seriously.
## Context
{context}
## Missing Knowledge Context
{thought}
{context retrieved with missing knowledge query}
## Question
{query}
## Answer

Figure 6: Prompts for answer generation combined with CoT reasoning process.

17


	Introduction
	Method
	Problem Statement
	RAG with missing knowledge framework

	Experiment
	Experiment Setup
	Baselines
	Natural Questions Results
	Medical domain Results
	Benefits with missing knowledge retrieval
	Impact on TopK for missing knowledge retrieval

	Related Work
	Conclusion
	Prompt for one-pass missing knowledge query generation and final answer generation

