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A Derivations

A.1 Derivation of Variational Bound for Nonlinear Diffusion

The variational bound derived in Song et al. [11] is only applicable when G(xy,t) is reduced
to g(t)I. This section, therefore, derives the variational bound of a general diffusion SDE of
dx; = f(x¢,t)dt + G(x¢,t) dwy, and we analyze why learning f and G is infeasible if 1) the
transition probability of po;(x+|xo) is intractable and 2) G is anisotropic by x;.

From Anderson [10], the corresponding reverse SDE of dx; = f(x;,t) dt + G(x¢,t) dwy is

dx; = [f(x4,t) — div(GG") — GGTVlog pi(x¢)] df + G(x¢, t) AWy, 4)
and the generative SDE becomes
dx; = [f(x¢, 1) — div(GG") — GGT's(x¢,t)] df + G(x¢,t) dW,. (5)

Then, from the Girsanov theorem [35] and the martingale property [ 7], using the disintegration
property of the KL divergence, we have
Dir(p|v) = Drr(pr(xr)|m(xr))
1

' t)— V1 "GGT (s(x¢,t) — V1 dt
43 | B [(s0) = Viogpi(x)) "G (s(x.1) ~ Viogpu(x)| .

where p is the path measure of Eq. (4) and v is the path measure of Eq. (5). Therefore, from the data
processing inequality [36], we get
Dgr(prlp) < Drr(pllv) = Dir(pr(xr)|lw(xr))
1

+§/0 Ex, [(S(Xtﬂf) - VIOgPt(Xt))TGGT(S(Xtat) - Vlogpt(xt))} dt,

where p is the generative distribution at ¢ = 0.

(6)

Now, from the Fokker-Planck equation the density function satisfies

0
pt - Z ax {fj Xt t)pe(xe) Z axt H;j(xt, )pt(Xt))}

where H(x;,t) =
entropy becomes

%G(xt7 t)G(x¢,t)T. Then, analogous to Theorem 4 of Song et al. [11], the

Hip) = ior) = [

T
0
= /O / % logpt (Xt) dxt dt

_/OT/Zaft‘{fj(Xt’t)pt(Xt) —Z%(Hij(xt,t)pt(xt))] log py (x¢) dx, dt
/ /Z (%25 0)pi (1) Zax“ i (Xt )Pf(Xf))}alogifj(xt)d x; dt
[t S

gR» <ZHEZ )

K

_ _/O . [div(f(x¢, t))] dt

T
7/0 Ey, [diV(H(Xtat))TVk)gpt(Xt)] + Ex, [Vlogpt(xt)TH(xht)Vlogpt(xt)] dt
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= _Z /T Ey, [2div(f(xt,t)) + diV(G(xt,t)G(xt,t)T)TV log pe(x¢)
0

+V log pi(x1)” G(x1, )G (1, 1)V log pu(x) | .
Therefore, the variational bound of the model log-likelihood is derived by

E,, (xo) [~ logp(x0)] = Drcr(pellp) + H(pr) < Dicr(plv) + H(pr)
T
= %/ Ex, [(V1ogpi(x:) = s(x¢,1) " GG (Vlog pr(x;) —s(x:.1))] dt
+Ex, [ — logm(x7)] + H(pr) — H(pr)
1

' T
= 5/O Ey, [(S(Xt,t) - Vlogpt(Xt)) GGT(S(Xt,t) — Vlogpt(xt))

—Vlogpi(x¢)T GGTV log ps(x¢) — div(GGT) TV log py(x¢) — 2div(£(xy, t))} dt
+EXT [ - 1Og7r(XT)} .

Using the integration by parts, this variational bound transforms to
1 (T
Ep, (xo) | — log pe(x0)] gi / Ex, [STGGTS + 2div(GGTs)
0

— div(GGT)V log ps — Qdiv(f)] dt + By, [ — log 7(x7)]
Also, this variational bound is equivalently formulated as

Eyp, (xo) [ — 108 p(x0)]

<3 B[ (5050 — V1080 0) GG (5050,) — o )
— Vlog por(x¢[x0) " GG V log por (x4 [x0) — div(GG”)T'V log poy (x¢[x0) — QdiV(f)} dt
+ Ex,. [ — log 7T(XT)].

Therefore, optimizing the nonlinear drift (f) and diffusion (G) terms are intractable in general for two
reasons. First, the transition probability of po;(x¢|xo) is intractable for nonlinear SDEs. To compute
pot(X¢|Xo), one needs the Feynman-Kac formula [12] which requires expectation on every sample
paths, see Appendix E.4.

Second, even if po;(x¢|X0) is tractable, computing the above variational bound would not be scalable
due to the matrix multiplication of GG that is of O(d?) complexity and the divergence computation
[37]. These would become the main source of training bottleneck if dimension increases.

A.2 Derivation of Nonlinear Drift and Volatility Terms for INDM
Throughout this section, we omit ¢ for notational simplicity. With the linear SDE on latent space
1
dz; = —Eﬁ(t)zt dt + g(t) dwy, 2o = h(xg) with xg ~ p,, @)

from x; = h=1(z;), the k-th component of the induced variable satisfies

oh; ! 1
ek = 8];& dt + [Vy,h; ' (2,)] " dz + o¥ (V2 h; ' (z) dz; dz] ) ()

by the multivariate Ito’s Lemma [ 7]. Plugging the linear SDE of Eq. (7), Eq. (8) is transformed to

dx; p, = [vzthgl(zt)]T {—;B(t)zt dt + g(t) dwt} + %gZ(t)tr (V2. h; ' (z)) dt

- {—;ﬁ(t) (Vb (20)] 20 + %g2(t)tr (V2 b (z1)) } dt + g(t) [V, (z1)] " dwy,
9
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because oh, _ 0. Then, Eq. (9) in vector form becomes

ot
dXt = f(Xt, t) dt + G(Xt, t) th,

where the vector-valued drift and the matrix-valued volatility terms are given by

{ f(xtvt) = _% (t)vzth_l(zt)zt + %QQ(t)tr (Vgth_l(zt)) (10)
G(x4,t) = g(t) Ve, h ™ (2¢).

Here, V2 h™!(z;) is a 3-dimensional tensor with (4, j, k)-th element to be (V2 h; ' (Zt))i ;»and the

T
trace operator applied on this tensor is defined as a vector of {tr(Vithfl (z4)), ..., tr(V2 by (zt))}

From the inverse function theorem [38], the Jacobian of the inverse function Vzth_1 (z¢) equals to
the inverse Jacobian [thh(xt)] - Therefore, Eq. (10) is transformed to

{f@u>yxnva&HIM&>+ g (B (V3,0 (z0)) an
G(xi.) = g(t) [V h(xs)]

Now, we derive the second term of f in terms of x; as follows: observe that ),

oh; ' ah, =4
th k OXt, j 1,7
where 9; ; = 1 if ¢ = j and 0 otherwise. Differentiating both sides with respect to x; ;, we have

Z o (on! 8hk+8h{1 o [ Ohy 0
- ax“ aZt’k 8Xt’j azt’k th’l aXtJ o

where the first term is

Z Oh; "\ Ohy =3 (v h(x)); (V2 h; Y (z)) , (Vxh(xs))
aXt[ 8ztm aZt,k aXt’j X l,m Ze ot m,k *t k,j’

k.m

using the chain rule, and the second term becomes

I ) ST

k

From the above, we derive the trace term of f in Eq. (11) as
tr (V2 h ' (z)) = —tr ([thh(xt)]_T ([thh(xt)]_l « Vith(xt)) [thh(xt)]_l) :

where V2 h(x;) is a 3-dimensional tensor with (i, j, k)-th element to be (VZ, hy(x;)), ;- Also, we
define * operation as the element-wise matrix multiplication given by

([Vxhi(x)] ™+ VEh(x1)) = Vi, [0(x)] ' (V4 h(x))

Combining all together, thus, we derive the nonlinear drift term in Eq. (11) as a function of x; given
by

(2% 0,J

£(xi, 1) = — 550 [T, hx0)] 'hix)
_ %gm)u ([Vxhx0)] ™ ([Vahx)] " V2, h(x) ) [V (3] 7).

B Details on Section 6.1

It is one of central topics in the community of VAE to obtain a tighter ELBO [39, 40]. This section
analyzes the variational gap and further theoretical analysis in diffusion models. Before we start, we
remind the generalized Helmholtz decomposition in Lemma 1.

Lemma 1 (Helmholtz Decomposition [41]). Any twice continuously differentiable vector field s that
decays faster than ||z||5  for ||z]|l2 — oo and ¢ > 0 can be uniquely decomposed into two vector
fields, one rotation-free and one divergence-free: s = Vlog p + u.
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A rotation-free vector field V logp, or the divergence part, is a score function of a probability
density p, and a divergence-free vector field u, or the rotation part, satisfies div(u) = 0. From this
decomposition any score network is decomposed by sg(z¢,t) = Vlogp?(z;) + uf(z;) for some
probability p? and vector field u?, for any ¢ € (0,T]. Then, the generative SDE of the full score
network

dz, = [f(z¢,t) — g°(t)se(z¢, )] dE + g(t) AW, (12)
and the generative SDE of the divergence part
dz; = [f(z,t) — g°(t)V log p? (z¢)] dE + g(t) AW, (13)

has distinctive path measures. Throughout this section, f(z;, t) does not have to be a linear vector field,
such as —= 5 (t)z:. If vg and pg are the path measures of SDEs of Egs. (12) and (13), respectively,
then using the Girsanov theorem [ |, 35] and the martingale property [17], we have

1

T
Dict@ollpo) =5 [ 4*(OBsmua, (17 080 (20) = so(ar, 3]
0

2o (14)
1 2 2
=5 | OB ol 1]

This KL divergence of two path measures quantifies how much the score network contains the rotation
part u?. Recall that the forward SDE satisfies

dzy = f(z,, 1) dt + g(t) dwy,

which starts at pg’, and the marginal distribution of its path measure p14 att is pf . As NELBO is
equivalent to

1 /T
Dicr(nollvso) = / (B, [I50 (20, 1) — Vlogp? (2,) 3] dt + Dicr (v w(a))
0
15)
for O-optimization, the optimal 6* satisfies sg«(z¢,t) = Vlog pf(zt). At this optimality, 0
should satisfy a pair of constraints: 1) the zero-rotation part uf* = 0, which is equivalent to

Dk (ve-|pe-) = 0; 2) the coincidence of Vlog p(z;) = Vlogp?(z;). The starting point to
analyze the variational gap with respect to the Helmholtz decomposition is the next theorem. We
defer the proofs in Section G.

Proposition 1. Suppose q? is the marginal distribution of vg at t. The variational gap is

Gap (1o ({x:}), vp.0({x:})) =D (1e({x:})vg.0({x:})) — Drcr (pf (x0)lgf (x0))

1 T
25/0 G [V 10g 47 (20) — sa(ze,1)|I5 ] dt.

Score-only error

Remark 1. The generative SDE of dzf = [—18(t)zf — ¢*(t)se(2?,1)]dt + g(t )dv‘vt does not

necessarily start from the prior 7. Proposition | holds for an arbitrary distribution pT. At the same
spirit, Proposition 1 holds for any distribution pg’ .

Remark 2. Throughout the section, we follow the assumptions made in Appendix A of Song et al.
[11]. On top of that, we assume that both sg and qte are continuously differentiable.

The variational gap derived in Proposition 1 does not include the forward score, V log pf’ (z), except
for taking the expectation, IEp¢ (20)" Therefore, the gap is intuitively connected to the score training,
t

rather than the flow training. To elucidate the logic, we decompose the variational gap in Proposition
1 into

1 /T
Gap(u(p,ud,’g) = 5/0 2(t )]E ? (s [||Vlogqt (z¢) — so(z,t H%} dt

1 T
(16) < 5/0 92(t)]Epf’(z,,) [HVlogqf(zt) Vlogpt Zy ||2 HVIogpf(zt)fSO(Zt,t)Hz] dt.
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1

T
- 5/0 gQ(t)]Epf’(z,,) [ |Vilog gf (z:) — Vlogpte(zt)H; + w } dt.

How close is vg to forward measure How close is uf to Zero

The second term, ||V log p?(z;) — s (z,1)||2 (see Eq. (14)), equals to the L2-norm of the rotation
term, ||u?(z,, t)||3, so it measures how close is the score network to the space of

Sgiv := {s : RY — RY| the rotation term of s is zero}.

On the other hand, having assumed the rotation part to be zero, the first term, ||V log ¢? (z;) —
V log p?(z)||2, becomes zero only if the generative score V log ¢? equals to a forward score V log g;
with certain initial distribution gy, meaning that if there exists a gy and ¢; is a marginal density of the
forward SDE starting from g, then

Vlog q;(z;) = Vlog ¢% (z,) is equivalent to V log ¢, (z;) = V log p? (z;),

and only in that case, V log ¢? (z;) = V log p? (z;). Therefore, the gap becomes tight if 1) u¢ = 0
and 2) V log ¢® = V log q; for some ¢; following the forward SDE, which is concretely proved in
Lemma 2. It turns out that this is the only case of the gap being zero proved in Theorem 2. For that,
we provide a rigorous definition of the class of score functions of interest as below.

Definition 1. Let S,,; C Sg;, be a sub-family of rotation-free score functions s : R? — R? such
that s(z¢,t) = V log p:(z:) almost everywhere for p; that is the marginal distribution of the path
measure of dz; = f(z,t) dt + g(t) dwy at ¢.

Remark 3. Analogous to Theorem 1, no condition for the starting and ending variables is imposed in
Definition 1.

Remark 4. S, is the space of score functions of the forward SDE dz; = f(z,, t) dt + g(t) dw; with
arbitrary initial variable.

Although Song et al. [ 1] focused on the data diffusion, their theory is applicable for a diffusion
process that starts with an arbitrary initial distribution. Lemma 2 describes the theoretic analysis done
by Song etal. [11].

Lemma 2 (Theorem 2 of Song et al. [111). Gap(te,Ve,e) =0ifsg € Sear.

With Lemma 2, however, we cannot certainly be sure that the score network sg of INDM falls to
Ssor When the variational gap is zero. Thus, we take a step further to identify the connection of zero
variational gap and the class of rotation-free score functions Sg,; in Theorem 2. This Theorem 2
completely characterizes all admissible score networks that achieve the zero variational gaps, and we
are certain that the zero variational gap implies sg € Sg,;, Which turns out to be a solution space in
Theorem 3.

Theorem 2. Gap(pty, Ve o) = 0 if and only if sg € Seqr.
From Theorem 2, the variational gap Be(Sso1)

is strictly positive as long as the ro- S0l
tation part of the score network re-

. N DPM
mains to be nonzero. NELBO of Eq. (())1.1’1‘;;‘)}1,‘\“; o Path

(15) optimizes its score network to-  se, e

wards sg(z¢,t) — Vlogpf’ (z¢) := Optimization Path

s¢(z¢,t), which is equivalent to of INDM s, jmization Path
log p9(z¢) — Vlog pf(zt) (or equiv- . of INDM s,
alently, log ¢ (z;) — Vlogp?(z))
and u%(z;,t) — 0. In contrast to
DDPM++ with fixed ¢, optimizing
D1 (pellve,e) w.rt ¢ finds the closest s among S, to sg. Thus, if sg € Sy4, then s4+ = sg,
which is proved in Theorem 3. If sp ¢ Sy, then S+ 18 not equal to sg, anymore, but s¢~ will be the
closest among S, to sg because Dy, (Hg||Ve o) is the weighted L2-norm of sy — se.

Optimum of

Sg+ = S~

Figure 10: Descriptive Illustration On Nearly MLE Training.

Theorem 3. For any fixed s € Sso, if ¢* € argming Dir(pellvy ), then s¢-(zi,t) =
Vlogp? (z¢) = sg(z,t)., and Dic (- ||V §) = D1 (pr P+ 5) = Gap(pep-, Vg g) = 0.
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Indeed, Theorem 3 implies that the whole class of S;,; is the solution space, which means that any
Se in S,,; is a candidate for an optimal score function as there always exists ¢* corresponding to
a given 6 that achieves the perfect match of the model distribution to the data distribution. This is
contrastive to DDPM++ that only has a unique optimal point of sg« (z;,t) = V log p;**(2¢) € Ssor.-
Figure 10 illustrates that the optimal point of DDPM is a single point in Sg,;, whereas any sg € S;.;
is a candidate for the optimal point of INDM by Theorem 3. In other words, the number of DDPM
optimality is one, while INDM has infinite number of optimalities.

B.1 Restricting Search Space of sg into Sg;,,

Due to the space limit, the argument in this section has not been included in the main paper. Below,
we provide the rationale that it is the number of optimal points that affect the NLL performance. For
that, we optimize DDPM++ with a regularization, suggested in Proposition 5. This regularization
restricts the score network from not deviating S 4;,, too far by keeping the rotation term, ute, being
consistently small. Consequently, a fastly converging rotation term is advantageous in reducing the
variational gap (see Inequality (16)), and this regularization helps the MLE training of DDPM++.

Proposition 2 proves that S 4;,, is identical to a class of score functions that have symmetric derivatives.
From this, Proposition 3 provides a motivation of the regularization by proving that a symmetric matrix
satisfies a certain equality. Then, Proposition 4 implies that the formula suggested in Proposition 3
indeed measures how close is the matrix symmetric. Lastly, Proposition 5 provides the minimum
variance estimator of the formula. With these propositions, we conclude that the constraint of

Ee, e, [(eg (Vso(z¢, t) — (VSG)T(zt,t))el)T =0 (17)

with €; and €5 sampled from the random variable suggested in Proposition 5 would optimize sg
in the space of Sg;,,. Using the Lagrangian form, we could add the left-hand-side of Eq. (17) as a
regularization term in NELBO to force the score network not deviate from S 4;, too much.

With the clear mathematical properties, however, obtaining the full matrix of Vsg is a bottleneck in the
computation of the regularization term. Specifically, each row of Vsg needs to be computed separately
[42], so it takes O(d) complexity to compute Vsg, which is prohibitively expensive. Therefore, we
use a trick to reduce O(d) to O(1) motivated from the Hutchinson’s estimator [43, 23]: first, we
compute the gradlent of €l'sg and €l'sp, separately Afterwards, we apply vector multiplication
between 61 and V 62 Se), Wthh gives us €, T'Vspe; and analogously, the multiplication of €2 with
V(el'sg) yields €2 (Vsg)T €;. This trick requires only second time of gradient computations to
estimate the regularization. Hence, the computational complexity of €1 (Vsg — Vs} )€ is O(1).

Proposition 2. sg € Sy, if and only if V,,s¢(24,t) is symmetric.

Proposition 3. A matrix A € R is symmetric if and only if Ec, ¢, n01) [(€3 (A — AT)e1)?] =
0.

In fact, we can prove a bit stronger results in the next propositions.

Proposition 4. Let €, and €5 be vectors of d independent samples from a random variable U with
mean zero. Then

Ec, e [(€3 (A — AT)e1)?] = Ey[U*| A — AT[3
and
Var((eg(A — AT)el)Q) = Var(U2)<Var(U2) +2(Var(U) + IEU[U]Q)Q) Z(AA)ﬁb

a,b

+2(Var(U) + By [U]2)? (3Var(U2) +2(Var(U) + IEU[U]Q)Q) S5 (aA)2, (8402,

a b#d
+2(Var(U) + Eu [U]2) " (30 Yo (A4)%,(84)%
aF#c b#d
+3Y° Z(AA)ab(AA)ad(AA)Cb(AA)Cd) ,
a#c b#d

where (AA) g := Agp — Apa-
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Proposition 5. Let U be the discrete random variable which takes the values 1,—1 each with
probability 1/2. Then (e} (A — AT)e,)? is the unbiased estimator of ||A — AT||%. Moreover, U
is the unique random variable amongst zero-mean random variables for which the estimator is an
unbiased estimator, and attains a minimum variance.

Summing altogether, if it is the main focus to eliminate the rotation term in the score estimation, we
could optimize D1, (po|[Vg,0) + AEe, ¢, [(€5 (Vse — Vs§)el)?], where €; and €; are the random
variables of minimum variance, as proposed in Proposition 5. In practice, we find that the above
regularized training loss is unnecessary for INDM because we already achieves the nearly MLE
training, but it helps DDPM++ to reduce the variational gap at the expense of 4x slower training
speed than the training with unregularized loss in DDPM++. Even with reduced variational gap,
we find that NLL of DDPM++ is improved only marginally only on certain training scenarios, and
has no effect in most trials, so we leave the detailed effect of MLE training in diffusion models as a
future work. Notably, therefore, we conclude that the NLL gain in INDM, compared to DDPM++,
essentially originates from ¢-training and its consequential expanded solution space to Sg,;.

C Details on Section 6.2

C.1 Full Statement of Theorem 4

We provide a full statement of Theorem 4. Theorem 4 is heavily influenced by the theoretic analysis
of De Bortoli et al. [15], Guth et al. [22], and it could be considered as merely an application of
their results. It is possible that the inequality in Theorem 4 could not be tight, but empirically the
robustness is significantly connected to the initial distribution’s smoothness.

Theorem 4. Assume that there exists M > 0 such that for any t € [0,T] and z € RY, the score
estimation is close enough to the forward score by M, ||sg(x,t) — Vlog p? (x)|| < M, with sg €
C(]0, T)xR%, RY). Assume that V log p? (z) is C? in both t and z, and that sup,, ; |V log p?(z)|| <
K and ||%Vlogpf’(z)|\ < Me |z| for some K,M,a > 0. Suppose (h;l)# s a push-
forward map. Then ||p, — (h;l)#pg Ny < Epri(@) + Egis(@) + Eesi (¢, 0), where Epi (@) =
V2e T Dyr(p ¢H7r)1/2 is the error originating from the prior mismatch; Egs(p) = 63/5(1 +

2
Ee 1zl NUHA+ K+ M1+ @)) is the discretization error with § = =222k B (¢, 0) =

min vy

2T M?2 is the score estimation error.

C.2 Geometric Interpretation of Latent Diffusion

Figure 11 illustrates the diffusion trajectories of
the probability flow ODE of VPSDE. It shows
that the trajectories are highly nonlinear, and this
section is devoted to analyze why such nonlinear
trajectory occurs. Figure 12 shows two diffusion
paths differing only on their scales on (a) the ==
two moons dataset and (b) the ring dataset. The %ﬁ’ x
standard Gaussian distribution at 7" has a larger

variance than the initial data at the top row and 5 §$tart|ng Loéig o x":”""
has a smaller one at the bottom row on each
dataset. For the visualization purpose, we zoom
in the top row, and we zoom out the bottom row
for each dataset, but we fix the xlim and ylim
arguments in the matplotlib package [44] row-
wisely. With this discrepancy of the initial data
scale, the particle trajectory at the bottom row is much more straightforward than in the top row, and
it implies that the scale of initial data matters to the straightness of the bridge even if the diffusion
SDE is identically linear.

= Ending'l.ocation %«

Figure 11: Particle trajectories of the probability
flow ODE for VPSDE on the synthetic two moons
2d dataset.

A behind rationale for this observation comes from the closed- form solution of VPSDE. Suppose the

forward diffusion follows VPSDE of dx; = ; (t)x¢ dt + +/B(t) dwy. Then, the solution of this
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Figure 12: Comparison of linear diffusion bridges on data and latent spaces in diverse datasets.

Table 7: Statistics of data variable and latent variable on CIFAR-10. All statistics are averaged by
dimension.

Mean Variance Min Max
DDPM++ (x = z079) 005 025 1 1
INDM (zg)) 0.70 9.74 -8.66 12.17

SDE becomes

x; = e 3l B dsy L[] e [ Bl dse (18)
N——

linearly contraction mapping random perturbation

where € ~ N(0,I). As the drift
term — 3 3(¢)x; ahead towards the ori-
gin of R<, the solution in Eq. (18)
is a summation of the contraction
mapping to the origin, 0 € RY,
with a random noise function, where
the magnitude of the random pertur-
bation depends solely on the diffu-
sion coefficient, g(t) = /((t). If
xo is inflated by cxp, then it be-

Prior

1t
comes x; = ¢ x e~ 2o A dsx 4 T,

V1 — e~ Jo B() ds¢ with contraction V"

mapping multiplied by c. Therefore,
as c increases, the contraction force
outweighs the random perturbing ef- Diffusion
fect, and the particle trajectory is be- Bridge
coming straight.

On a high-dimensional dataset, most \\
of the mass of the standard Gaussian ~ Latent z]

7 = N(0,I), which is the prior, is ™"
concentrated on a thin spherical shell
with squared radius of d, according to
the Gaussian annulus theorem [45], as
described in the black circle of Figure 13. On CIFAR-10, the data distribution has the smaller average

square radius of E,, (x.)[||%0l|3] = 776 < 3072 = d, whereas the latent distribution has a larger

(DDPM) Starting Location
(DDPM) Location After Drift
(DDPM) Location After Diffusion

(INDM) Starting Location

(INDM) Location After Drift
D (INDM) Location After Diffusion

Diffusion
Bridge

Manifold

Figure 13: Descriptive Illustration On Diffusion Bridge.
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average square radius of E,, ) [||he(x0)[|3] = E e [||z 13] > d than a standard Gaussian

distribution. The latent radius varies from 5, 385 to 31 399 by experimental settings. Thus, the latent
manifold is located outside of the prior on CIFAR-10 as depicted in Figure 13.

When the latent mamfold envelops the prior manifold, i.e., ||z ||, > ||zT||2, the drift term, — 1 3(t )z?,

and the vector of zT — z0 aligns towards the origin. On the other hand, if the initial manifold is
located inside the prior manifold, i.e., ||xo||2 < ||x7]|2, then the drift term points towards the opposite
direction of x7 — x¢. This leads that the contraction mapping disturbs the particle to move towards
x7, and it is the random perturbation that leads the particle to converge to x7. In latent trajectory, the
contraction mapping driven by the drift term helps the particle moving towards z?. Therefore, the
particle trajectory is more straightforward in the latent trajectory, which moves outside of the prior
manifold, compared to the data trajectory that lives inside of the prior manifold. This clarifies why
the sampling-friendly bridge is constructed in INDM.

Figure 14 presents the 2d toy case of
the two moons dataset. It illustrates a
simple visualization of the flow train-
ing. Figure 14 shows that even though
the latent manifold is located near the
data manifold at the initial phase of
training in Figure 14-(a), after the
training, the latent manifold is inflated
to the outside of the real data in Fig-
ure 14-(b). Therefore, the probability

flow ODE (deterministic trajectory), P —

after the training, transports the initial /L - Gt g,
mass to the final mass with a nearly s st )

Data

Latent f’m\:\_j

Data
Latent

(a) Data and Latent Manifolds
At Initial Stage of Training

(b) Data and Latent Manifolds
Afer Training of 10k Steps

linear line in Figure 14-(d), in con- g, )
trast to the curvy VPSDE trajectory s e )
at the initial phase of training in Fig- | _— N
ure 14-(c). In this example, the flow 2 ] ™

S~

training puts the latent manifold out
of the data manifold, and this helps
the robust sampling.

In addition, Figure 14 illustrates the
Monge trajectories between the latent
initial distribution and the prior distri-
bution. As theoretically demonstrated
in Gaussian and empirically shown in
general distribution in Khrulkov and
Oseledets [47], the encoder map of
VPSDE is nearly optimal transport un-
der the squared Euclidean cost func-
tion, where the encoder map is the
mapping from the initial point to the
final point passed through the proba-

(c) Diffusion and (optimal) (d) Diffusion and (optimal)
Monge Trajectories At Initial Monge Trajectories After Train-
Stage of Training ing of 10k Steps

Figure 14: (a,b) Latent manifold by training iterations (c,d)
Diffusion trajectories by training iterations. We use Python
Optimal Transport (POT) library [46] to obtain the optimally
transported Monge map between 1,000 samples from the
latent starting variable and the latent ending variable. We
only visualize 10 samples out of 1,000 transport maps for a
clear implication. In (c), we train the score network further
until converged (with the fixed flow) to visualize accurate
diffusion paths.

bility flow ODE. Figure 14 supports this, and the diffusion trajectory becomes more straight alike to
the optimal Monge map after the training.

Figure 15 illustrates the concept of
linearized diffusion path. As the flow
inflates the latent manifold, the diffu-
sion trajectory becomes more linear,
and Figure 7 supports the conceptual
illustration of Figure 15 on CIFAR-
10.

— INDM

—— DDPM++
cos(v®(z?),v*) ~ 1.0
cos(vit(z “1) )z 1.0

cos(v?(z‘;i).
cos(Vid(zid), v*) ~

v*) = 0.2
-0.8

Straight Line

Figure 15: Illustrative Particle Trajectory.
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D Related Work

D.1 Latent Score-based
Generative Model (LSGM)

The diffusion process on latent space is firstly introduced in LSGM. LSGM transforms the data
variable to a latent variable, and estimates the prior distribution with a diffusion model. Suppose 6,
@, and 1 represent for the parameters for the score network, the encoder network, and the decoder
network, respectively. Then, LSGM optimizes the loss of

Dk (prllpe.) < Dir(pr(x0)qg(zolx0)|lpe(zo)py (x0l20))
= D1 (pr(x0)4e(20]%0) |46 (20)py (X0|20)) + Dxc 1. (4 (20)|Ipe(20))
< D1, (pr(%0)de(2o[%0) |40 (20)py (x0]20)) + D1 (1o ({2e }i—0) Ve ({2¢ }i—0))
= Lrsam(0,9,7)
where ¢4 (2o) is the marginal distribution of the encoder posterior, g4 (2o) = [ pr(X0)qe(2z0|x0) dxo.

As well as INDM, LSGM also optimizes the log-likelihood of the model distribution by using a
diffusion model in the latent space. Though both INDM and LSGM losses include a denoising score
loss on the latent space (which is the KL divergence between path measures on the latent space),
Lrscr (0, ¢,1) is not equivalent to the KL divergence between the forward and generative path
measures on the data space, in contrast to INDM with D1, (pe ({x: }—g ||vg.0 ({x: } 1) as its loss
function. In fact, there is no forward SDE (green path in Figure 3) on the data space in LSGM
according to Lemma 3, which is a direct application of the Borsuk-Ulam theorem [48].

Lemma 3 (R™ is not homeomorphic to R™ [48]). If n £ m, there is no continuous map E : R —
R™ that has the continuous inverse map E~' : R™ — R”™.

Lemma 3 implies that there is no inverse function of the encoder as long as the latent dimension is
different from the data dimension (and the activation function is continuous, such as ReL.U). From

this, LSGM cannot define a random variable on the data space by x; = E;l(zt), in contrast to

INDM that defines xf = h;l (z:). This non-existence of random variables on the data space implies

that the forward diffusion process does not exists as long as the latent dimension differs to the data
dimension.

With the above theoretic dilemma of LSGM, one could build a generative diffusion process on the

data space. If x;/”e := Dy (29), where z? is a generative random variable on the latent space, and

Dy, is a decoder map, then we could build a generative diffusion process on the data space through
the Ito’s formula in the same way as we did in INDM. Inspired by this, one could argue that the

forward diffusion could be constructed by x:/’ := Dy, (2z), where z, is a forward random variable
on the latent space. This construction enables to construct a forward diffusion process on the latent
space, but there are a couple of caveats to this construction.

Theoretically, this forward diffusion process starts Table 8: LSGM training fails when using

from the reconstructed variable, x¥ = D, (z,) = the variance weighting function.
Dy, (E¢(%0)) = Xrec, Where x¢ and X, differs through- T —
out the training procedure. In addition, even if we admit

LSGM (VP,FID) NaN  NaN  NaN

{x¥} as a forward diffusion, £ s¢as (6, ¢, 1)) cannot be INDM (VB.FID) 323 317 290
derived as the KL divergence of path measures for the

forward diffusion (admittably {x¥}, but not true to be

precise) and the generative diffusion (XZ/”G) on the data space. Instead, the loss contains the encoder

parameters to optimize, and the loss diverges from the KL divergence on the data space. Also,
hypothetically, even if the loss is the KL divergence of the forward and generative path measures on
the data space, the optimization could be drifted away from the optimal point because the forward
diffusion starts from untrained reconstructed variable, x,..., which is not close to the data variable, xg.
This analysis provides a clue to explain the training instability of LSGM as reported in Vahdat et al.
[9] and Dockhorn et al. [20], in contrast to INDM that is stable to train in any training configuration.
Table 8 shows a fast comparison of LSGM and INDM with variance weighting function, sampled
from ¢ € U[0, 1]. NaN indicates experiments that fail due to training instability, see Section 5.2 and
Table 6 of Vahdat et al. [9] and Section E.2.7 of Dockhorn et al. [20].
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Table 9: Comparison of latent dimension of INDM and LSGM.

Datset Data Dimension Latent Dimension of INDM Latent Dimension of INDM
MNIST 784 784 2,560
CIFAR-10 3,072 3,072 46,080
CelebA-HQ 256 196,608 196,608 819,200

Moreover, Table 9 compares INDM with LSGM in terms of the latent dimension. We compute
the latent dimension of LSGM, according to their paper and released checkpoint. Contrary to the
dimensional reduction property which is the crux of the auto-encoding structure, LSGM maps data
into a latent space of a much higher dimension than the data dimension. LSGM is known to perform
well, but having observed 15x higher latent dimension than the data dimension on CIFAR-10, the
good performance was not gained for free. On the other hand, INDM always retains the same
dimension to the data, while keeping the invertibility.

D.2 Diffusion Normalizing Flow (DiffFlow)

The Girsanov theorem [35] proves that the variational bound is derived by

1 T
Dk r(prllpe) < 5/ 92(t)Epr(xO)EpOt(xt|x0) [”SG(Xtvt) - Vx, 1ngot(Xt|Xo)H§} dt + Dk r(prl|7).
0
(19)

When the forward diffusion is given as dx; = f4(xy,t) dt + g(t) dw, where £y is an explicit
parametrization of the drift term by a normalizing flow with parameters ¢, then the transition
probability, po:(x:|Xo), becomes intractable. Therefore, optimizing the continuous variational bound
is not feasible. One might detour this issue by alternatively optimizing the continuous DDPM++ loss
of

T
| 3OR,, i Bennon [le ~ et D] dt, 20)
0
but the denoising score loss of Eq. (19) is not equivalent to the continuous DDPM++ loss of Eq. (20)
when the transition probability is no longer a Gaussian distribution.

DiffFlow detours the intractability issue of the continuous loss of Eq. (19) by discretizing the
nonlinear SDE in the Euler-Maruyama (EM) fashion [49]. We construct the discrete random variables

that approximate the nonlinear SDE by the induction. If xf; M xg’ and At; :=t; — t;_1, where
{t:}, are discretization timesteps with ¢y = 0 and ¢y = T, then the solution of the nonlinear SDE
that starts from xf’EVI is
EM ti’ ti
xfz - xﬁ;l :/ f¢(x§b,t) dt +/ g(t) dwy. (21)
tia ti—a1

Here, the integral of the drift term is
t; ti
| tatxt e = [t (B xf —xE Bty (¢ i)
ti—1 ti—1
ti
:/ £ (xPPM 1) dt + O(AE?)
ti—1
:f¢(X$’_Eiw, ti—1)At; + O(Atf/2),
and the integral of the volatility term is

t; . P
/ g(t)dw, = g(tio1) (Wi, — Wi, _,) + O(AE?) = g(t;1)e/At + O(AE)?),

ti—1

where € ~ N (0,I). Therefore, DiffFlow defines the next discretized random variable, XZ’EM, to be

Xf: :leEi\/I + fd,(Xf:f‘lM, ti_l)Ati + g(ti_l)e\/ At7 + O(Atf/g)
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~X? Y+ B (PP 1) At + g(tio1)e /AL

<¢>EMJr

£ (x7, ¢’EM t;_1)At; and variance g?(¢;_1)At;. Note that this discretization approximates the nonlin-
ear SDE w1th a finite Markov chain of {xfM} .

and this Euler-Maruyama random variable xt ®EM follows a Gaussian distribution of mean x

DiffFlow constructs the generative process as
Xz_ = Xt [fd?(xt y ) - 92(t )SB(Xt ; )] At; +g( ) At;.

Then, from the Jensen’s inequality, the discrete DDPM loss satisfies

Dk r(prllpg.e) < ZEpT(x ) Ep g (M BN |xFM)[DKL(p¢( i M x ) lpe (™ M) ]
(22)

While the true inference distribution on the continuous variables, pg (x¢, , |Xy,, Xy, ). is not a Gaussian

distribution due to terms related to O(At3 2) the inference distribution on the discretized variables,
po (XM [xEM, xEM), becomes a Gaussian distribution by the Euler-Maruyama-style discretization.
Therefore, Eq (22) reduces to a tractable loss that does not need to compute the transition probability:

DKL(pTHp(f’,Q) < Z E xf0 p¢(x]f‘M,x}f‘M |xEM) [DKL(p¢( |X Xto )||p9( |X ))]
i=1

[\

- | Nl . 1 .
=5 ; CE DL NCAES MINER ) [gz(ti)Atinti =Xy
2
y

While Eq. (23) does not need to compute the transition probability, another issue of optimizing the
variational bound originates from the expectation of I, | ew em |, £ary. The empirical Monte-Carlo
LT | 0

i

+ [Fo(xiM, t5) — 9> (ti)se(xp™, 1) | At;

= LpittFiow (P, 0)

(23)

estimation is too expensive because a realization of XEM needs ¢ number of flow evaluations. In total,

summing i over i = 1 to N requires O(N?) flow evaluations to estimate the discrete variational
bound of Eq. (23). Therefore, DiffFlow exchanges the summation and the expectation to reduce the
number of flow evaluations by

N-1

1 1
EDiftFlow(¢a 9) = §]E{xm,}f\]:7)1~p¢(xtov“"xtz\r—1) { Z; gQ(ti)A i

2]

il 1.

2

This reformulated Eq. (24) estimates Lp;riow With a single sample path from the Markov chain of

{xf}’[}iil, so it requires O(N) flow evaluations to estimate Lpigriow (¢, ). Therefore, DiffFlow
takes O (V) computational complexity in total for every optimization step.

Kt — Xty

(24)
+ [fp(x1,,t:) — g7 (ti)s0 (%1, 1)

There are five differences between DiffFlow and INDM. Basically, these differences arise from the
different usage of the flow transformation between DiffFlow and INDM. First, INDM enables to
train the continuous diffusion model without the sacrifice on training time, while DiffFlow is limited
on the discrete diffusion model at the expense of slower training time. DiffFlow approximates the
forward nonlinear SDE with a finite Markov chain. Suppose xtM to be the continuous-time random
variable defined by xfM = xfM 4 £ (xfM [ ¢,_1)(t — t;—1) + g(ti—1)€\/T — £;—1 on time range of
t € [ti—1,1;), then we have

[||xt —x;M } < CV/At;, (25)
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where C' = O(T, K, E[||x0|3]) > O(K?) is a constant with K being a Lipschits constant of
e (x,t) — oy, t)l|2 < Kllx =yl

and
£ (x, t)l[2 + [9(D)] < K(1+ Ix[[2)

forall x,y € R% and ¢ € [t;_1,t;). Having that At; is fixed a-priori, the upper bound in Inequality
(25) could be arbitrarily large becuase it depends on K that represents the magnitude of nonlinearity
of f,. For instance, if fs(x;,t) = x7, then there does not exist any K > 0 that satisfies above
Lipschitz bounds. In such case, it is unable to guarantee the tightness of the discretized Markov chain
to the continuous nonlinear SDE in the classical sense. Therefore, the Euler-Maruyama approximation
of the nonlinear SDE should take N as many as possible if we want to regard the finite Markov
chain as a discretized nonlinear SDE, which would eventually increase the training, evaluation, and
sampling time.

Second, the computational complexity of INDM is O(1) because the flow is evaluated only once at
every optimization step. This is because the INDM loss is simply an addition of the flow loss and the
linear diffusion loss. The training time of DiffFlow will be prohibitive as N increases.

Third, our INDM jointly models both drift and volatility terms nonlinearly, whereas DiffFlow
nonlinearly models only the drift term. As illustrated in Figure 1 and 2-(c) in the main paper,
nonlinearizing the volatility term brings a different diffusion to the overall process, compared to a
diffusion that arises from a nonlinear drift. In particular, Figure 2-(c) depicts that the data-dependent
volatility term yields an ellipsoidal covariance in the noise distribution, which was assumed to have a
fixed diagonal covariance in previous research, as illustrated in Figure 6. In INDM, this covariance
becomes the subject of matter to optimize.

DiffFlow, as its current form, cannot impose nonlinearity to the volatility term because the dis-
cretized Markov chain is not a Gaussian distribution, anymore. To clarify, suppose a SDE of

dx; = fp(x¢,t) dt + Gg(x¢,t) dw, (think of the green path of Figure 3 in the main paper) starts

from a random variable x?}‘fl. The next discrete random variable of the Euler-Maruyama discretiza-

tion is the approximate solution of this SDE at t = ¢;, so let us approximate the right-hand-side of Eq.
(26):

t; ti
X, — xil\fl :/ fo(xy,t) dt + / Gy (xy,t) dwy. (26)
ti—1 ti—1

The integral of the volatility term is
t;

t;
G¢(Xt,t) th = / G¢ (XE,I\fl + (Xt — Xibfl),tifl + (t - tifl)) th

ti—1 ti—1

and since x¢ — x| = Gg (M ti_1)(wy — wy,_,) + O(At;), we get

t;
/ G¢ (Xt, t) th
ti—1

= G¢(Xlt::}\flﬁti—1)(wti - Wti—l)
aGd)(Xt, t) | ti
aXt xfs/[—l ti1

= G¢(Xlt5il\fl?ti*1)(wti - Wtifl)

+Go(xpM L tio1) wi — Wy, dw; + O(At?)

+Gg (X tio1) Vi Go(xi tio1) 5 (We, — we,,)? = Aty) + O(A)

DO =

= G¢(Xi}\fl,ti,1)€ AtZ
1
+§G¢(Xg\i{17ti_1)vx¥:}/] L G¢(Xg\fl,ti_1)(€2 — 1)Atl + O(Atf),

where € ~ N(0,I) and ftt,l wy — wy,_, dwy ft,l widw, — wy,  (Wy, — Wy, )

ﬁii_l % d(“’?) - f:_l % dt—wti—l (Wti _Wti—l) = %(Wi _Wt2i,1 _Ati) Wiy (Wti _Wti—l) =
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2 ((wy, — wy,_,)? — At;) is according to the Ito’s formula [17]. As G (x,t) now depends on x;,

the term including (€? — 1) does not vanish. Therefore, x;™ is approximated by
Xt, xtl Lt f¢( ti_l)Ati + Gd,(xf}\fl,ti_l)e At;
+ G¢(xt1 i) Van Go(xi ti1) (€2 — 1) At + O(AE)?)
rxp M B (Y 1_1)At¢ + G(xM  tim1)eV/ At (27

+ *Gq&(XE}\fl,fi,l)VXIR{I G¢(XE}§1,7§¢,1)(52 _ 1>Ati

. EM
'_Xt .

The order of the term 5 G (XE™ |, ti—1) Vyem Gd,(xtb L ti—1) (€2 — 1) At; is O(At;), which is the

same order of the term fo, (g™, ;1) At;. Thus, this last term including €2 cannot be ignored in the
approximation.

With this approximation, the discretized random variable, x}™, includes a term of €2, which is the
square of the Brownian motion that does not follow a Gaussian distribution. Therefore, the variational
bound of Eq. (22) is no longer reduced to a tractable loss, such as Eq. (23), and as a consequence,
Eq. (22) is not optimizable even though the nonlinear SDE is discretized. Therefore, we have to
ignore the last term, £G4V G (€® — 1)At;, to tractably optimize the variational bound, but such
ingorance equals to the approximation of DiffFlow, which would incur a large approximation error if
G nonlinearly depends on x;. This leads DiffFlow limited on G (x¢,t) = g4(t), at its maximal
capacity. This is contrastive to the result of INDM illustrated in Figure 6.

Fourth, as the generative process of DiffFlow starts from an easy -to-sample prior distribution, the

flexibility of fy is severely restricted to constrain p?@(x?) A 7r(xT) The feasible space of nonlinear

f, that satisfies this constraint does not seem to be derived explicitly. Contrastive to DiffFlow, the
data diffusion does not have to end at 7 in INDM. Instead, INDM assumes the linear diffusion on the
latent variable, so the ending variable on the latent space, z?, is already close to the prior distribution.
Therefore, the space of admissible nonlinear drift in INDM, which is explicitly desribed in Eq. (10),
should be larger than the space of DiffFlow. A lesson from this is that the explicit parametrization
seems to be intuitive, but underneath the surface, not many properties could be uncovered explicitly,
whereas the implicit parametrization using the invertible transformation enjoys its explicit derivations
that enable to analyze concrete properties.

Fifth, DiffFlow estimates its loss of Eq. (24) using a single (or multiple) path to update the parameters
with the reparametrization trick [50]. On the other hand, the discretized diffusion model estimates its
loss with Eq. (23), where the sampling from pg; (x;|X¢) is inexpensive because the transition probabil-
ity is a Gaussian distribution. Therefore, the losses of Egs. (24) and (23) coincide in the expectation
sense, but they are estimated differently between DiffFlow and diffusion models with analytic tran-
sition probabilities. Taking W [|xEM . —xPM 4 [£,(xEM ) — g2 (ti)se (xEM, )] At; ||2 asa
random variable X, Eq. (23) is reduced to 5 LS E[X;], and Eq. (24) is reduced to 5 Esample—path D> Xl

Therefore, the variance of the Monte-Carlo estimation of Eq. (23) becomes % > Var(X;), whereas
the variance of the Monte-Carlo estimation of Eq. (24) becomes

pVr(320) = 5[ v s 2 o)

where Cov(X;, X ) represents the covariance of two random variables X; and X ;. Table 10 represents
the ratio of these two variances,

. Var(3oX;) >0 Var(X;) +2) Cov(Xy, Xj) > Cov(X;, X))
Ralio = (X, — 5™ Var(X,) =2 Na )

and it shows that the DiffFlow loss has prohibitively large variance as IV increases, compared to the
INDM loss, which computes its Monte-Carlo estimation in spirit of Eq. (23) with N = oco.

Note that throughout our argument, we have omitted the prior and reconstruction terms on the
variational bounds in this section.

31



Table 10: The variance ratio between the variances of the analytic transition probability-based
estimation of Eq. (23) and the sample-based estimation of Eq. (24).

Number of Random Variables (V)
1 10 100 1000 10000

Estimation

Variance Ratio 1.00 .02 2.08 16.68 76.08

D.3 Schrodinger Bridge Problem (SBP)

Schrodinger Bridge Problem (SBP) [14—16] has recently been highlighted in machine learning for
its connection to the score-based diffusion model. Schrédinger Bridge Problem is a bi-constrained
problem of

min D ,
o xL(plw)

where P(p,., 7) is a family of path measure with bi-constraints of p,. and 7 as its marginal distributions
att = 0and t =T, respectively, and p is a reference path measure that is governed by

dxy = f(x¢,t) dt + g(t) dwy, xg ~ p,. (28)

As the KL divergence becomes infinite if the diffusion coefficient of p is not equal to g(t) (because
quadratic variations of g and p becomes different), SBP is equivalently formulated as

min D = min D v,
peiin  Drrlplw) = wmin  Dicilevle)

where the path measure p,, € P(p,, ) follows the SDE of
dx; = [f(xi,t) + g*()v(xe,1)| dt + g(t)wi. (29)

From the Girsanov theorem and the Martingale property [5 1], we have

2

where pr is the marginal distribution of p at t = T'. If V(p,., ) is the space of all vector fields v of
which forward SDE with Eq. (29) satisfies the boundary conditions, then SBP is equivalent to

1 T
Drr(pv|p) = */0 9*()Ep, [lIv(xe, 1) 3] dt + Drcr(llpr),

: : Lt 2

omin Dicp(vle) = min o[G08, VG 3] (30)
where p, is the associated path measure of Eq. (29). Eq. (30) interprets the solution of SBP as the
least energy (weighted by ¢?) of the auxiliary vector field (v) among admissible space of vector
fields (V(p,, m)). Hence, if p € P(p,, ), then the trivial vector field, v = 0, is the solution of
SBP. When the reference SDE of Eq. (28) is one of the family of linear SDEs, such as VESDE or
VPSDE, then p ¢ P(p;-, ), so the trivial vector field is not the solution of SBP, anymore. Instead,
w’s ending variable is close enough to 7 (e.g., Dx 1, (pr|/7) ~ 10~° in bpd scale [£]), so the closest
path measure in V(p,., ) to w is nearly identical to a trivial vector field, v* = 0, and the nonlinearity
of SBP is limited.

Chen et al. [16] connects the optimal solution of SBP with PDEs. At the optimal point, if we denote by
p* =argmin,cpq, - Dkr (p||p), then this optimal diffusion process follows a forward diffusion
SDE [16] of

dxy = [£(x¢, 1) + % (t)Vx, log ¥ (x, t)] dt + g(t)dwy, X0 ~ Py,
with the corresponding reverse diffusion as
dxt = [f<xt? t) - QQ(t)VXt log \i/(xtv t)] df+ g(t) dwh X ~ T,

where W (x, t) and W(xy, t) are the solutions of a system of PDEs [21]:

%\f =V, UTf — %tr(gQVf{t\I!)

. 31
CLI (Of) + 1tr( 2V2 ) o
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such that ¥(xg, 0)¥ (x0, 0) = p,(x0) and ¥ (xp, T)¥ (x7, T) = 7 (x7r). With ¥ and W, the forward
diffusion SDE ends exactly at 7, and the corresponding reverse SDE ends at p,.. Therefore, SBP is
equivalent to solve the system of PDEs given by Eq. (31).

Chen et al. [16] solves the system of coupled PDEs with Eq. (31) using a theory of forward-backward
SDEs, which requires a deep understanding of PDE theory. SB-FBSDE [16] uses the fact that the
solution (¥, ¥) of Hopf-Cole transform in Eq. (31) is derived from the solution of the forward-
backward SDEs of

dxy = [£(x¢, 1) + g(t)ze (x4, t)] At + g(t) dw,

L(2Tz)(x¢,t) dt + 2] (x4, ) dwy

dy 3
dy; = [% 21'2,) (x4, t) + dlv( (t)Z+(x¢,t) — f(xt,t)) + (2] z4) (x4, 1) | At + 27 (x4, t) dwy,
(32)

where the boundary conditions are given by x(0) = xg and yr + ¥7 = log 7(x7). The solution of
the above system of forward-backward SDEs satisfies z;(x;,t) = g(t)V log U(x¢, t) and Z¢(x;,t) =

g(t)Vlog \Il(xt, t), where (0, \i/) is the solution of Eq. (31). SB-FBSDE parametrizes (z;,%;) as
6 and ¢, and it estimates the solution (z, Z;) of Eq. (32) from MLE training of the log-likelihood
log pg,6(x0).
Other than the PDE-driven approach [16], SBP has been traditionally solved via Iterative Proportional
Fitting (IPF) [52]. Concretely, suppose

dxf = [£(x?,0) + g*()sg (x, )] dt + g(t) dwe,  x§ ~py, (33)

is a forward diffusion with a parametrized vector field of s, and
dx} = [f(x?,1) = g*()se (x7, )] dE + g*() W1, X7 ~,

is a generative diffusion with a parametrized vector field of sg. Then, IPF get its optimal vector fields
by alternatively solving below half-bridge problems

vy, = argmin Dk (vgllve, ), (34)
”Qﬁep(pr,')

ve, = argmin Dy (vellvg, ), (35)
vgEP(-,m)

where the convergence of vgn» — Vg« and pgn — V- is guaranteed in De Bortoli et al. [15]. Here,
analogously, P(-, ) is a family of path measure with 7 as its marginal distribution at ¢t = T". Notably,
each of the half-bridge problem is a diffusion problem with the KL divergence replaced with the
reverse KL divergence. Since SBP learns the forward SDE, sampling particle paths is expensive as it
requires to solve an SDE numerically, so the training of IPF is slow.

E Correction of Density Estimation Metrics of Diffusion Models with Time
Truncation

E.1 Equivalent Reverse SDEs

Throughout Section E, the diffusion process is assumed to follow a SDE of dx; = f(x;,t)dt +
g(t) dw; because the below argument is generally applicable for any continuous diffusion models.
For INDM, we apply the below argument on the latent space, which has a linear drift term. Let
dx; = [f(xq,t) — %g%)vxt log p? (x¢)] dt + Ag(t)wy be the reverse SDEs starting from pr,
where p; is the probability law of the solution at ¢. Then, the reverse Kolmogorov equation (or
Fokker-Planck equation) becomes

A X, 2
et =y o ([t - FE 0 (T 0w ), | )




%

2 2

14+ A2 Op (x4, t
< (xt, 1)p} (x¢, 1) — 3 g*(t) pta(mt ))

d
Z pt (x¢,t ]

0 A L, : 0? A
=— Z o LG 02 (0] + 56°(1) D o [0 (x4, 1)),
i=1 " =1

which is independent of \. Therefore, it satisfies p} = p} for any A # X'

For any \ € [0, 1], the generative SDE is constructed by plugging sg(x;, t) in place of Vy, log p; (x;)
in the reverse SDE as dx; = [£(x,t) — 22 g2(t)sq(x, t)] df + Ag(t)w;. Suppose we denote
p;\’g as the marginal distribution of the model at ¢. Then, the generative SDEs with different A have
distinctive marginal distributions: pi"e #* pi‘/’o for A #£ \.

E.2 Log-Likelihood for Diffusion Models with Time Truncation

Due to the unbounded score loss illustrated in [27], a diffusion model truncates the diffusion time
to be [e, 1] for small enough ¢ > 0. However, since the small range of diffusion time contributes
significant portion of the log-likelihood [27], the effect of truncation should be counted both on
training and evaluation. To describe, as we have no knowledge on the score estimation at ¢ € [0, €),
we have estimate the data log-likelihood by using the variational inferecence:

logpé"e(xo) = log/pg"e(xmxe) dx,

2,0 6
> [ oo ) tog PO
Poe (Xe |XO)

pfo(xles)}
Poe (X€|X0) ’

where p? is the generative distribution perturbed by €, and p&)(x¢|x.) is the reconstruction transition
probability given x.. Then, we have

= Epy. (x|x0) [logpi"e(xe)] + Epo. (x.x0) {log

E,, (xo) [~ 10800 % (%0)] < Ex. [ — logp®(x.)] — Ex xﬁ[lo
Pr( U)[ 2 Po ( O>] [ &P ( ﬂ o gp()e(xe‘xo)

(7]
Peo(Xo|Xe
= Dt ) ~ B | 1o E2 ] 4 (),

which is equivalent to
(]
El pg XO XE
Dict(prllpd®) < Dicr (pellp®) — Ex . [log e )] H(p) — Hpy)
pOe(Xe|XO)

= Dicr(Pellp2*®) + Dici (pr(x0)Poe (Xe x0) [[pe (e )0 (X0 |%c))

E.3 NELBO Correction

Suppose gt is the path measure of dx; = f(x;,t) dt+g(t) dw; on [e, T, and Vé\,€ is the path measure

of dx;, = [£(xi, 1) — X g2(1)Vy, log p}(x)] dE + Ag(t)w; on [¢,T]. Then, the continuous
variational bound on the truncated diffusion model becomes

0
e
Ep, (xo) [ — 10890 (x0)] < Dicr(pellp?) — Exo ., [log Peo (Xole) )} + H(pe)
pOe(X€|XO)

A P%(%olxc)
< Drr(pelvg ) — Exox. | log m + H(pe)

232 T
= %% /6 g% () Ex, [llse(x:,t) — logpt(xt)H%] dt — Ex, [log m(x7)]
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(2]
]
—Ex, x. | lo +H(pe) —H
ot + e =)

1 4 (1 + )\2)2 2 2 2 2
=5 | Exoxi |79 (Ol logpor(xelxo) = se(xe, 1)1z = 97 ()| Vx, log por (xe[x0) 12

(]
e - B Peo(Xo[xe)
Qth f(xta t):| dt ]EXT [log ’/T(XT)] Exo,x‘ |:10g poe(X€|X0) ’

where 7 (p.) — H(pr) is derived to be —% feT E [¢?||V log poi||3 + 2V - £] dt by Theorem 4 of Song

C}
etal. [11]. The residual term, E,, (x,)po. (x. |x0) | 108 %

and evaluation in previous research. Therefore, we report the correct NELBO (denoted by w/ residual
Ppéo(xolxc)
Poc (xel30)

is minimized when A = 1, so our reported NELBO is based on the generative SDE at

] , has been ignored both on training

in the main paper) by counting the residual term E;,_(x.)po. (x. |x0) [log

(1+22)?
402

] into account. Note

that
A=1.

E.4 NLL Correction

NLL of the generative SDE can be computed through the Feynman-Kac formula [12] by

A g 1+X% ,
P3.e(x) = By, | wxz) exp (= [ (Vi [£3x08) = =502 (Os0(x11)| ) dt ) |
(36)
However, the expectation is intractable because there are infinitely-many sample paths. Fortunately,

the sample variance diminishes as A — 0, and the generative SDE collapses to a generative ODE
when A = 0 [1], i.e., the generative SDE of A = 0 becomes

1 _
dxy = [f(xy,t) — §g2(t)59(xt,t) dt,

which corresponds to the generative ODE of forward time as

dxy = [f(xy,t) — %gz(t)se)(xt,t) dt. 37

Then, the sample path becomes deterministic, and the expectation in Eq. (36) is degenerated as the
single sample path of ODE with Eq. (37) starting x.. The instantaneous change-of-variable formula
[1], which is a collapsed Feynman-Kac formula in Eq. (36), guarantees that there is a corresponding
ODE of Eq. (37) as

dlogp;"® (y:) Lo
— - —tr<Vyt [f(yt,t) — 59 (t)se(yt,t)}). (38)
From the fact that the reverse SDEs have the identical marginal distributions described in Section
E.1, we approximate the model log-likelihood at A = 1 by the log-likelihood at A = 0 at the expense
of slight difference between the model distributions of different As. When computing the model
log-likelihood at A = 0, we integrate the ODE of Eq. (38) over [e, 1] using an ODE solver, such as
the Runge-Kutta 45 method [25].

There are minor subtleties in computing the log-likelihood at A = 0 that significantly affects to bpd
evaluation. To the best of our knowledge, all the current practice on continuous diffusion models
computes bpd by integrating

dbg}ie(w = —tr(Vyt [f(}’t»t) - ;gg(t)sg(yt’t)D’

ont € [e,T], where {y;}__ is a sample path starting from y. := X. This is equivalent of computing
log p%9(xg). However, strarting from x, incurs large discrepancy on the NLL output, compared to
starting from instead of x.. Since the integration is on [e, 1], the starting variable should follow x.,
which is a slightly perturbed variable.
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Table 11: The difference of the integration with different initial points of x. and xy on DDPM++ (VP,
NLL). The difference increases by e.

10=2 1073 100%* 107°

Ex, [ — log p? ()] — Exq [ — log p? (x0)] 113 0.73 0.24 0.05

To fix this subtlety, we solve the below alternative differential equation of

dlog pl* !
% = tr<Vyt {f(yt,t) - 292(t)se(}’t7t)D, (39)

ont € [¢,T], where {y?}L _ is a sample path startmg from y,. := x.. By replacing the initial
value to x, from xg, we could correctly compute log p? (x.). Table 11 presents the difference of
Ex, [ —1og p2®(xc)] — Ex, [ — log p2"%(x¢)] with various e. We report the correct NLL as

o
]Ex —lo 0,0 X, *]Ex « |:10 peO(XO|XE):|’
e[ gpe ( )] 0,%e gp()e(xe|x0)

where log p%¢(x,) is computed based on the initial point of x. when A = 0.

E.5 Calculating the Residual Term

peo(xf)lxs
Po (xelx0

of poe(Xe|x0) is the Gaussian distribution of N (x.; pu(€)xo, 02(e)I) if f(x;, 1) = —5B(t)x; with

This section calculates the residual term, I, (. )po. (x.|x0) | 108 ;] The transition probability

2 2
_ =2 [£B(s)ds 2 _ (g (t) g (O) _ —ftﬂ(s)ds)
wle) =e 2Jo and o“(€) = +1—e Jo ,
(©) =050~ 50
see Appendix A.1 of Kim et al. [27] for detailed computation. On the other hand, the generative
distribution of pg .o (x0|x5) is assumed to be a Gaussian distribution of N/ (xo; o.c0(Xe)s 03’601) ,
where ptg o(xc) = #(6) (x€ + 0%(e)se(Xe, e)) [28]. Then, we have

P& (Xolxc)
Epo (xc[x0) {10% 0}

pOe(X€|XO)
1 1 2 1
= 1 ————EK Xe |X H - TN 2 €9 H ac
og ,U(E) 203’EO(€> Do (Xe|%0) |: X0 'u(e) (Xt +o (E)SG(X E)) ) + 9

We could approximate the variance of p% (x|x.) to be the variance of p.o(xo|x.), if peo(xo|xc) is
derived as a closed-form. For that, let us assume xo ~ N (0, 02). Then,

p(X0,Xe) = p(X0)poe(Xe|xo0)

xoll3 — llxe — p(e)xoll3
> exp ( 202 202(e)

(42 )

Therefore, peo(xo|xc) = /\/(xd%xe, /(% + ;28)) When o is sufficiently large
(o)

2
compared to ZQ(E), the variance of p.o(Xo|x.) is approximately u28' Now, if xg ~ p,, then the

variance of x is large enough compared to Zzgeg , S0 we could approximate ag .ole) tobe Z e Eeg Note
that DDPM [£] assumes the variance to be o%(¢). We compute the residual term Wlth z ( ) variance
for both VESDE and VPSDE. Note that this residual term is inspired from the released code of Song

etal. [11].

2 2

O
() + 12 (ea? ,

+0(|XEII§)>-
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Table 12: Despite of our implementation is built deeply based on Song et al. [1], our pytorch
implementation and the jax implementation of Song et al. [ 1] differs in their final performances.
NLL NELBO Gap FID

SDE  Model after  before  w/residual  wioresidual  after  before  ODE
DDPM-++ (NLL, reported) [1 1] - 2.95 - 3.08 - 0.13  6.03
VP DDPM++ (NLL, ours) 3.03 297 3.13 3.11 0.10  0.14 6.70
INDM (NLL) 298 295 2.98 2.97 0.00 002 601

F Experimental Details and Additional Results

F.1 Model Architecture

Diffusion Model We implement two diffusion models as backbone: NCSN++ (VE) [1] and DDPM++
(VP) [1], where two backbones are one of the best performers in CIFAR-10 dataset. In our setting,
NCSN++ assumes the score network with parametrization of sg(z,log o?(t)), where o2(t) =
U%in(%)% is the variance of the transition probability po:(z:|zo) with VESDE. As introduced
in Song et al. [1], we use the Gaussian Fourier embeddings [53] to model the high frequency
details across the temporal embedding. DDPM-++ models the score network with parametrization of
eo(z¢, 1), which targets to estimate —o (t)V 5, log p;(z:). We use the Transformer sinusoidal temporal

embedding [54].

We use the U-Net [55] architecture for the score networks on both NCSN++ and DDPM++ based on
[8]. We stack U-Net resblocks of up-and-down convolutions with skip connections that give input
information to the output layer. Also, we follow Ho et al. [8] by applying the global attention at the
resolution of 16 x 16. We use four U-Net resblocks with four feature map resolutions (32 x 32 to
4 x 4). On CIFAR-10, we use four and eight resblocks for shallow and deep settings, respectively.
The performances of shallow and deep models turn out to be insignificant, so we use four resblocks on
CelebA. We provide the identical diffusion model structures to compare the baseline linear diffusion
model and the INDM model in a fair setting.

Flow Model We build a normalizing flow model as follows. Ma et al. [24] uses the autoencoding
structure of decouple the global information and the local representation. The compression encoder
extracts the global information, and the invertible decoder is a conditional flow conditioned by the
encoded latent representation. Ma et al. [24] utilizes a shallow network for the compressive encoder,
and it applies Glow [56] for the invertible decoder. We empirically find that resnet-based flow network
outperforms the Glow-based flow, so we replace Glow to ResFlow [23].

For the ResFlow, we drop three components from the original paper: 1) the activation normalization
[56], 2) the batch normalization [57], and 3) the fully connected layers. For the activation function,
we use the sine function [58] on quantitative comparisons in Section 7, and we use swish function
[59] on qualitative analysis in otherwise sections including Section 6. With the sine activation, the
training becomes more stable, and the FID performance is significantly improved while maintaining
the NLL performance. For the multi-GPU training, we use the Neumann log-determinant gradient
estimator, instead of the memory-efficient estimator [23].

F.2 Experimental details

With the batch size of 128, we train the diffusion model with Exponential Moving Average (EMA)
[28] rate of 0.9999, and we do not use EMA on our flow model. Using EMA on the flow model is
advantageous on NLL at the expense of FID, and we build our model with emphasis on FID. We train
the model by two step. The pre-training stage trains the diffusion model about five days with a flow
model fixed as an identity function on four P40 GPUs with 96Gb GPU memory for all experiments.
After the pre-training, we train both flow and diffusion networks about five days. In this stage, we
apply the learning rate scheduling to boost the FID score. We initiate the learning rate after the
sample generation performance is saturated. For the diffusion model, we drop the learning rate from
2 x 10~* to 10~°. For the flow model, we drop the learning rate from 103 to 10~° for VPSDE and
5 x 107° to 10~° for VESDE.
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VESDE and VPSDE have different training details. We apply INDM on VESDE with ¢,,,;,, = 1072,
Throughout the experiments, VESDE has 7,4, = 50 on CIFAR-10 and 0,4, = 90 on CelebA. On
the other hand, VPSDE assumes 3(t) = Bmin + (Bmaz — Bmin)t With Bin = 0.1 and SBya. = 20.
Both VESDE and VPSDE truncate the diffusion time on [¢, 7] in order to stabilize the diffusion
model [27], where e = 10~ % and T = 1.

With all hyperparameters identical to Song et al. [1 1], however, we could not achieve the reported
performance. Table 12 compares the reported performance and the model performance trained on
out implementation, of which structure is heavily based on the released code of [1]. Due to the
discrepancy between the reported and the regenerated performances, we compare our INDM to the
regenerated performance as default to investigate the effect of nonlinear diffusion in a fair setting.
Throughout the training, we used 4x NVIDIA RTX 3090.

F.2.1 Variance Reduction

Flow Training When we train the flow network with £({x;}{_, g%; {¢, 0}), this NELBO contains
the integration of

1 T
£({)0n%10) = 5 | (0B [l ]

up to a constant. Suppose L, ({z¢}7_y; 0) to be 1 E,, . [||se(z:,t) — Vs, log poi (z¢|x0)||3]. Previous
works on diffusion models [60, 12, 11, 27] show that the estimation variance is largely reduced
with the importance sampling, which could improve the model performance [11], and we apply
this importance sampling throughout the experiments for NLL setting. Concretely, the importance
2
sampling chooses an importance weight that is proportional to f_ 222 , and estimates the integration
T .

by L({ze} 10, 9% 0) = [y 6>(O)L:({z}0:0) dt = SN 02(tn) Lo, ({20}0: 0), where t,, is
sampled from the importance distribution.

For VESDE, it satisfies 5(¢) = 0 and g(t) = opin (Z222)", /21log (222 ). The transition probability
becomes p_ oot (2¢|Z_00) = N (243200, 0%(t)), where 02(t) = ffoo g%(s)ds = afnm(%)%.
Since o (t) is proportional to g%(t) in VESDE, the importance weight follows the uniform distribution,
and the importance sampling is equivalent with choosing the uniform ¢. This is why there is no
experimetal setting of VE with NLL.

On the other hand, VPSDE satisfies 5(t) = Bmin + (Bmaz — Bmin)t With g(t) = 1/F(t). Then, the

transition probability becomes po; (z¢|zo) = N (zs; ju(t)z¢, o2(£)I), where pu(t) = e~ 2 Jo B(s)ds ang
t 2

o2(t) =1 — e~ Jo #()ds Thus, VPSDE has the importance weight of 22 = 5)

o2(t) 1—e™ JEB(s)ds”

The Monte-Carlo sample from this importance weight is the solution of the inverse Cumulative
Distribution Function (CDF) of the importance distribution as

t=F"1(u)

to2(s 40
@U:F(t):%/e 52ES))ds:;(}"(t)—]-"(e)), 0

where « is a uniform sample from [0, 1], F(¢) is the antiderivative of the importance weight given

by F(t) = log (1 — =05 (Bmas=Bmin)=thmin) 4 0.5t2(Bmae — Bmin) + tBmin. and Z is the
normalizing constant given by

T 2
t
7 / 9 ) 4
e o2(t)
T
— |:10g (]_ — e_O'StQ(BnLa:z_Bnu'n)_tﬂnzin) + 0.5t2 (ﬁmam _ /Bmzn) + tﬁmzn

— log (1 _ 6—0.5T2(ﬁm,am_ﬁm,in)—Tﬁmin) _ log (1 _ 6_0'562(ﬁmaz_/Bm,in)_eﬁm,in)

4+ 0.5(T? — €)(Bmaz — Bmin) + (T — €) Brmin
~23.86
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Table 13: Ablation study on the stopping sampling time trained on DDPM++ (VP) in CIFAR-10.
Model FID (tmin = 1072)  FID (ymin = 107%)  FID (tmin = 107°)

INDM (deep, VP, NLL) 5.94 5.74 5.71

Table 14: Ablation study on the SNR trained on NCSN++ (VE) in CIFAR-10. The performances are
FID-5k scores.

Signal-to-Natio Ratio (SNR)
Model

0.13 0.14 0.15 0.16 0.17

INDM (VE, FID) 724 7.12 720 7.25 7.34

for T =1 and e = 10~°. The solution for the inverse CDF in Eq. (40) becomes
elo B)ds — 1 4 oxp (Zu + F(e))

t
— /0 B(5) 5 = & (B — Brin}2 + Bonint = 0 (1 4+ exp (Zu + F(e)

_ 7ﬂmin + \/5,%1”1 + Q(ﬂmax - ﬂmzn) lOg (1 + exp (Z’LL + ]:(6)))
B Bmam - ﬁmin )

The variation of the Monte-Carlo diffusion time depends on the uniform sample of u.

=t

/Otﬂ(S) ds = log <1 - :,2_ Orin )t> = log (1 + exp (Zu + F(e)))

( Omaz
Omin

min

t 1—02.
2 Omax o min
~— 1 O'mzn< mzn) - 1+ eZu+.7:(6)
2 (afnaw )t _ eZu+.7-'(e) + U?nin
<~ Onin 72nzn -1 + eZu+tF(e)
2

<~ tlog Imaz _ log (ezu+f(6) + 02 ) —log (1 + eZ”JFF(E)) —logo?

2 min min:*
min

F.2.2 Sampling Tricks to Improve FID

For ODE sampler, we use Runge Kutta 45 method [61] for the ODE solver. Since the score network
was not trained beneath the truncation time, i.e., sg (2, t) has not been trained on ¢ € [0, €), keep
denoising up to the zero diffusion time would harm the sample fidelity. If ¢,,;, is the stopping
diffusion time of the ODE, one predictor step from ¢,,;, to 0 is applied to the noised sample, z: ., ,
in order to eliminate the residual noise in z;,_, to zy [62]. Table 13 searches the optimal stopping
diffusion time, and it shows that the truncation time (10~°) turns out to be the optimal stopping
time. Throughout the paper, we report the FID (ODE) performance of our INDM with the training
truncation time (10~°). For VESDE, the ODE sampler fails to generate realistic images, so we do
not report sample generation performance.

In PC sampler, for the predictor, we use the Reverse Diffusion 06
Predictor for VESDE and the Euler-Maruyama Predictor for VPSDE. 07
For the corrector, we use the Langevin dynamics [63] for VESDE,
and we do not use any corrector for VPSDE. We use 1) Signal-
to-Noise Ratio (SNR) scheduling, 2) temperature scheduling, 3)
stopping time scheduling, and 4) data-adaptive prior than a fixed
prior to improve FID. First, Table 14 presents that the optimal SNR
is 0.14, which is slightly different from the optimal SNR of 0.16in ~ ¥**
the linear diffusion [1]. We use SNR of 0.14 as default in our PC  Fjgure 16: Ablation study for

sampling. the flow temperature.

0.8
0.9

1.0

11

B O O O O (e

CREEA A AL

Temperature ()
L TCTEEEER

AR

12 -

=

39



Table 15: Ablation study on the temperature for PC sampler trained on DDPM++ (VP) in CIFAR-10.
The performances are FID scores. Contrary to Kingma and Dhariwal [56], the temperature bigger
than 1 works the best.

Temperature
Model

1 1.03 1.04 1.05 1.1 1.2

INDM (VP, FID) 2.92 291 2.90 2.90 291 3.09

Table 16: Ablation study on the final denoising step trained on VESDE in CIFAR-10. The perfor-
mances are FID scores.

Model FID (x¢) FID(x_g.25) FID(x_q5) FID(x_g.75) FID(x_1) FID(x_1.5) FID(x_cc)
NCSN++ (VE, FID) 11.7 8.40 40.8 65.7 85.8 118 2.46
INDM (VE, FID) 2.40 2.33 2.31 2.29 2.29 2.34 2.37
INDM (VE, deep, FID) 2.35 2.29 2.28 2.29 2.29 2.36 2.33

Second, as introduced in Kingma and Dhariwal [56], we scale the generated latent, z§, by multiplying
the temperature. Table 15 presents that the optimal temperature for VPSDE is 1.04 ~ 1.05 in terms
of FID on INDM (VP, FID) setting. We use the temperature of 1 for the remaining settings except
INDM (VP, FID). With temperature 7, the normalizing flow puts its latent input scaled by 7 to the
flow network. In Figure 16, the image color with a higher temperature tends to be brighter, and we
find that the optimal temperature depends on the experimental settings.

Third, the stopping time scheduling is a method that manipulate the final denoising step. To attain
2
the variance of VESDE as 0°(t) = 07, (Z82=)?, we should start the diffusion process of dz; =

o%(t) dw; at t = —oo because

t 2
Jz(t) = / 92(5) ds = afn,m(g’;“z)% 4D

Oimin

implies tg = —oo. If the generative SDE is dz; = ¢?(t)se(z¢,t) dt + o2(t) dW;, then the Euler-
Maruyama discretization is

2o, 4 T+ G (i) (6 — tig1)S0 (200 i) + Vo (ti1)? — o(ti)2e, (42)

where € ~ N (0,I). However, since the initial time of VESDE is ¢ = —oo, denoising the noised
sample with the Euler-Maruyama discretization would incur arbitrary large error at the final step that
denoises from ¢ = € to t = —oo. Therefore, Song et al. [1] suggested the reverse diffusion predictor
that denoises by

Zo—1(0;)  Zo—1(0i41) + (U?+1 - J?)Sg(za—l(gi+l)70i+1) + 07:24_1 — afe, (43)

which is equivalent to the Euler-Maruyama discretization if ¢; — ¢;11 is small enough (because
Ac?(t) =~ g?(t)At by Eq. (41)). The difference of Egs. (42) and (43) is minor as long as we denoise
on the range of [, T, but only Eq. (43) enables to denoise from ¢ = e to t = —c0.

However, it turns out that the direction of the score network is not aligned to the direction of the
data score near ¢ /= 0, S0 Sg(Zc, Omin) Would not be accurate enough to the perturbed data score.
Therefore, the final denoising step of
Z_oo < Ze + O'z“-nSQ(ZE, Umin) + Omin€,
might not be mostly effective. This leads us to try the final step as
1
Ze—s = Ze + 5 (0'2(6) —o%(e— 5))39(26, Comin)s
for various 6 > 0. After the denoising up to z._s, we apply the inverse of the flow network to obtain

Xe_§ = h;l(ze_g), and Table 16 presents that there is a sweet spot (x_¢.5 ~ X_q.75) that works the
best in terms of FID. We report the line searched FID performance for each of VESDE setting.

Lastly, we use p? instead of 7 to sample from INDM (VE). This data-adaptive prior is particularly
beneficial on the experiment of VESDE. In INDM (VE), the data-adaptive prior reduces FID-5k
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Figure 17: Comparison of data and latent diffusions by training steps of Checkerboard.

from 8.14 to 7.52, so we use this technique by default throughout out performance report. In INDM
(VP), this technique is not effective, and we use the vanilla prior distribution. The reason why the
data-adaptive prior is effective in VESDE is because the discrepancy of VESDE between p? and 7 is
significantly larger than VPSDE, see Figure 5 of Chen et al. [16].

We compute FID [18] for CIFAR-10 based on the statistics released by Song et al. [1]%, which used
the modified Inception V1 network® in order to compare INDM to the baselines [1, | 1] in a fair
setting. On the other hand, for the CelebA dataset, we compute the clean-FID [64] that provides
consistently antialiased performance.

F.2.3 Interpolation Task

For the interpolation task, we provide the line-by-line algorithm in Algorithm 2. We train with the
likelihood weighting as default for our experiment on the dataset interpolation. The interpolation
loss of L;,,; consumes 0.2Gb of GPU memory, and the INDM loss of L;npys takes 2.5Gb of GPU
memory in the EMNIST-MNIST experiment.

Algorithm 2 Data Interpolation of INDM
1: repeat
2: Compute Linpar = LUx: Iy, g2 {,0}) for xo ~ pi)
3: Compute ‘cint = Epgﬂz) [— 10gp¢(y)] for y ~ p7(02)
4: Compute Liot = Linpm + Lint
5: Update ¢ < ¢p — 2tat
6
7

0
: .Update 6«06 — —agfg“t
: until converged

F.3  Effect of Pre-training Table 17: Ablation study on pre-training.

We find that training INDM with a pre-trained

: N . . Pre-training Steps 100k 200k 300k 400k 500k
score network of linear diffusion models im- # g >l

proves FID. Table 17 conducts the ablation  NL- 300299 299 299 298

- FID 739 731 680 665 622
study on the number of pre-training steps. We

*https://github.com/yang-song/score_sde_pytorch
*https://tfhub.dev/tensorflow/tfgan/eval/inception/1
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Table 18: Elapsed time per a training step by discretization.

Model Complexity N =100 N =1,000 N =o0
DDPM o(1) 0.27 0.27 0.27
SBP (w/o experience memory) O(N) 2.83 233 0o
SBP (w/ experience memory) O(N) 0.52 2.39 0o
DiffFlow O(N) 18.45 180.88 00
INDM o(1) 1.69 1.69 1.69

Table 19: Total training time in a single GPU days.

Model Total Training Time (GPU Days) ~ Training Steps ~ GPU Spec ~ #GPUs ~ NLL FID
DDPM++ 5 500k P40 1 3.03 6.70
LSGM 44 450k RTX 3090 8 2.87 6.89
SBP 3 260k RTX 3090 - 2.98 3.18
DiffFlow 32 100k RTX 2080 8 3.04 14.14
INDM (including pre-training time) 25 700k P40 4 2.98 6.01
INDM (w/o pre-training) 60 600k P40 4 2.98 8.49

pre-train the score network with DDPM++ (VP, NLL) for five variations of pre-training steps
(100k/200k/300k/400k/500k), and we train flow+score networks for 350k steps further with NLL
setting (A = ¢2). Table 17 empirically demonstrates that it is better to search the nonlinearity of the
data process near the linear process. For this clear empirical advantage of pre-training, we report the
quantitative performances in Section 7 with pre-training.

F.4 Training Time

Table 18 presents the elapsed time per a training step by the number of discretization on CIFAR-10. In
contrast to INDM which is invariant on the choice of N, the training time of SBP and DiffFlow is not
scalable for their O(N') complexities. The training time is measured under the identical computing
resource (1x NVIDIA RTX 3090/Intel I7 3.8GHz) and the same batch size (32) to compare INDM
with baselines in a fair setting.

Table 19 compares INDM with baselines with respect to a single GPU-time for the total training
time on CIFAR-10. The remaining columns including training steps, GPU Spec, NLL, and FID are
reported for the reference. For DiffFlow, we present the reported GPU days in the paper. For LSGM
and SBP, we estimate the elapsed time with the released training configuration in their papers and
GitHub repositories. For DDPM++ and INDM, we report the elapsed time from our own experiments.
From the table, the overall training time of INDM/DiffFlow/LSGM remains at a similar scale. SBP is
the fastest algorithm because of the experience replay memory technique. Note that a completely fair
comparison between algorithms is infeasible because the training setup (e.g. #GPUs, training steps,
network size ...) varies by algorithms. Also, P40 is strictly slower than RTX series GPUs.

F.5 Visualization of Latent

F.5.1 Visualization of 2d Latent Manifold

Figure 17 illustrates the data and latent mani-
folds of the 2d checkerboard dataset by training
steps. The data manifold has the singularity at
the origin, but this singularity disappears in the
latent manifold after the training.

F.5.2 Visualization of High-dimensional

Latent Vector on Benchmark Datasets ¢ 0

(a) Samples from x @ (b) Samples from z,

Figure 18 illustrates the samples from (a) the Figure 18: Samples from the data space and latent
data space and (b) the latent space. To visualize space on CIFAR-10 and CelebA.

the latent vectors, we normalize the latent value

into the [0, 1]¢ space.
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F.6 Nonlinear Diffusion Coefficient

INDM trains the volatility term, G,
which was fixed across previous re-
search, except LSGM. The exact
form of G4 in LSGM, however, is
not derivable, so we exclude com-
paring LSGM in this section. As
stated in Section 3, the noise dis-
tribution of a diffusion process is (a) Eigenvalue by ¢ (b) Eigenvalue by x;
N(0,G(x, )G" (xy,1)), which is Figure 19: Eigenvalue of GG”'/¢? on CIFAR-10.
anisotropic by the input data, x;, and

time, t. The influence of diffusion time on this covariance matrix is illustrated in Figure 19-
(a). It presents the box plot of the eigenvalue distribution of the (normalized) covariance,
Gy (x:,t)G(x¢,t)/g*(t), on CIFAR-10, from t = 0 to t = T. All the eigenvalues of previ-

ous research collapse to one as they share the isotropic covariance matrix, g(¢)I. On the other
hand, the eigenvalues of INDM is dispersive throughout the diffusion time. As the distribution
becomes more dispersive, the covariance matrix becomes more unisotropic, and Figure 19-(a) implies
that the learnt diffusion process is under a highly nonlinear noise perturbation in a range of large
diffusion time. The covariance matrix also depends on the input data, and Figure 19-(b) illustrates the
eigenvalue distribution of the covariance at distinctive data instances of x; at ¢ = 0. The eigenvalue
distribution varies by instance, implying that data is diffused inhomogeneously by its location.

Eigenvalue
Eigenvalue

—— INDM  —— DDPM+- IDHF\ow/SEP

D|ffu5|on T|me " Data Instance

F.7 Relative Energy

Each flow network parameter constructs a different latent trajec-
tory, so training the flow network has the effect of shifting the Taple 20: Relative En-

diffusion bridge. To check if learning the flow network is ergy.

helpful for the transportation cost or not, recall the Benamou-

Brenier formula [65, 66], which is a dual formulation of the Model Relative Energy
Wasserstein distance [66, 67] that the optimal transportation cost DDPM:+-+ 1.60

INDM 123

is the least kinetic energy out of all admissible transportation

. 0 .
plans: W3(p,q) = infyy, v, {’C({pt,w}t); 7;: +div(pive) = 0,po = p,pr = ¢ } where
S —

boundary conditions

continuity equation

K({pt, vi}t) == fo J pe(x)||ve(x)||3 dx dt/T is the kinetic energy of the transportation. The
continuity equatlon (that guarantees the conservation of mass along time transition [68]) and the
boundary conditions determine the set of admissible trajectories, and the forward diffusion constructs
an admissible trajectory. We guantify how much a trajectory is close to the optimal transport as the

relative energy, given by R(¢) = %jﬁvti)) Table 20 shows that INDM’s latent diffusion is more

close to the optimal transport than DDPM++ on CIFAR-10.

F.8 Full Quantitative Tables

Tables 21, 22, and 23 gives the full details of the quantitative comparisons to baseline models.

F.9 Random samples

Figures 20 and 21 show the non cherry-picked random samples from INDM (VE, FID) on CIFAR-10
and INDM (VP, FID) on CelebA, respectively.

G Proofs of Theorems and Propositions

Theorem 1. Suppose that py o(x0) is the likelihood of a generative random variable xg) ® Then,
the negative log-likelihood is bounded by

]EpT(xo) [ - logptb,e(xo)] < E({Xt}?:07gz; {¢7 0})7
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where

L({Xt}?:07925 {9, 0}) = —Ep, (x0) [log | det (Vx0h¢) H

t
+ ‘E({Zt}z;Oa 92; 0) zT [logﬂ' ZT / B t

T
with E({Zt}t 0:9% 9) = 2 0 92(t)EZU7Zt [||Se (z¢,1) — Va, log pot(2¢]20) H%} dt. Here, pot(z¢|2zo)
is the transition probablllty of the forward linear diffusion process on latent space.

Proof of Theorem 1. From the change of variable, the transformation of zo = hg(x() induces
Po(2o)
1>
oh
e (52|

and thus the entropy of the data distribution becomes

DPr (XO) =

H(p,) = — / pr(x0) 10g e (x0) do

Z
- /po(Zo) log % dz
’ det (8)(1’)

oh
/Pr(xo log‘det (axﬁ)‘dxo - /po(zo)logpo(zo)dzo

oh
= —Ep, (x0) [log ’ det ( xj) ’ /po(zo) log po(2zo) dzo

= —E,, (xo) [log ‘ det (%) ‘ +H(po)-

From Theorem 4 of Song et al. [11], the entropy at ¢ = 0 equals to

1 T
Hlpo) = Hpr) = 5 | By (25, B(a0.t) + 97(0) Vs, o o) ]

where f(z;,t) is a drift term of the diffusion for z; and p; is the probability distribution of z;.
Therefore, the negative log-likelihood becomes

—Ey, (xo) [108Pg,0(%0)] = Dicr(prlIpg,0) + H(pr)
< Drr(pe({x:})llvg.e({x:})) + H(p:)

= Drcnaa (DD 0 {x1) ~ By e 08| det (522)[] + Hon)

= Drct ({2 Wo({2}) = By, a8 | det (522 )[] + #or)

1 T
-3 /0 Eo[ = dB(t) + g*(t)[|Va, log pe(2e) 3] dt

Now, from Theorem 1 of [1 1], the KL-divergence between the path measures becomes
Drr(me({ze})llve({2:})) = Dir(pr(zr)||m(zr)) (44)
T
+ % /0 gQ(t)Ept(zt) [||59(zt, t) — Vg, logpt(zt)Hg] dt(45)
so if we plug in this into the negative log-likelihood, we yield the following:

_Epr(xﬂ) [logp‘p’e(xo)}

oh e
< By, x| log | det (52)]] + 3 / 9*()Eq, [llso(ze, 1) — Vi, log pi(2)]13] dt
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T
+Daprle) + lor) = 5 [ Ba,[ = dB0)+ 70V log ]

=-E,, (xO)[log‘det(g}:ﬁ)H E,, [log(z7)] + /5

1 T
+§/ 9*()Ez, [lse (e, t) — Va, log pe(2e) |3 — V2, log pe(ze) 3] dt
0

Also, we have
Ex, [so(z,t) - Vg, logpi(z)] = /pt(zt)se(zt’ t) - Vg, log pi(z:) dz:
— [ solt) Vi) da
~ [sota0)- [ po(a0)Vucelanlan) dzo
= BBy, 12, [S0(21,) - V4, 10g pot (2¢]20) |

Therefore,

1

T
5/ 92 ()E,, [|Ise(ze, t) — Va, log pi(ze) |13 — ||V, log pe(ze) 3]
0

T

Il
P S — S~

1
G (OEs, 51150z, )3 — S0 (22.1) - Vi, log (1)
T 1
G2 (OB By 5 50 (22, 013 = S6(21,1) - Vi, 10g pou(21]20)|

T
| BB 5000, 1) = Vi log pon a0 — Vi log sl )] 3]
0

Now, since pot(z¢|zo) = N (z¢; pu(t)zs, o2 (t)I) for p(t) and o2(t) determined by 3(t) and g(t), we
have

z¢ — pu(t)zo
o%(t)

and we have the desired result. O

By o [V, 108 por (21]20) 3] = Eo sy [|| 2

Proposition 1. Suppose q? is the marginal distribution of vg at t. The variational gap is

Gap (1o ({x:}), vp.0({x:})) =D (1o({x:})|vg.0({x:})) — Drcr (pF (x0)lgf (x0))

1

T
5 [ OB, [ Vo) —solar, 03] at.
0

Score-only error

Proof of Proposition 1. Suppose ¢? is a marginal distribution of the path measure of the generative
SDE given by

dz, = [f(zt, t) — g (t)se(z:, t)] dt + g(t) dwy. (46)
The Fokker-Planck equation of the above generative SDE satisfies
5‘q g2 (t 492
ot Z o ([t~ 2O s0(a0),] ) — T35 L af )]
i=1 "t
. 2(t
i (( -~ Blant) + 2 (so(ar.t) — L0V Iog?(a) ol ) ). @)
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On the other hand, if pf’ is the marginal distribution of the path measure of the forward SDE given by
dZt = f(Zt7 t) dt + g(t) th7

then the corresponding Fokker-Planck equation becomes

%pf(m) — div <( —f(ze,t) + @v log p? (z, t))pf(zt)) , 48)

Combining Eq. (47) with Eq. (48) and using the integration by parts, the derivative of the KL
divergence becomes

Dkl |ef) 0 / 2% (2) log pf(2:) dz,
t

ot S0t th(zt)

op? Y (z:) / ¢, pP(z)
ot =108 o,y 4 | g ) g,

2 T ¢y
T /pf’(zt) <_f(zt’t) + gQ(t)VIOgP?(Zt)> Vlog p';( ) dz;

qt (zt)
g>(t)
2

t

0,0 Tlo, ()
Vlog g; (zt)> Vlog =5 dz;
gt (z¢)

2 by, T
= gT(t) /P?(Zt) (V log z%EZ:))> <2SG(Zt,t) — Vlogp?(z;) — Vlog Qf(zt)) dz;.

+ [r#ta) (—f<zt,t> T g (t)solze,t) —

Integrating the above derivative, we get the KL divergence of

T aDKL(p?HQf)

0
gD dt“"DKL(p?HQT)

Dic, (v (20)]|48 (20)) = — /
(49)

T 2

t

= / 92( )Ez;» [(Vlogpf’ — Vloggf)" (Vlogpf + Vloggf — 259)} dt + Dicr(p2)|d2).
0

Also, from Eq. (44), we have

D1 (ko({x})lvp.o({x:})) = Dicr(ko({ze})ve({z:}))
(50) _ [T
=),

B ) [V 025 (22) — S0 (20, )113] At + Dicr (92 ).

By subtracting Eq. (49) from Eq. (50), we get the desired result:

Gap(pe, vg.0) = Dicr (e ({x:})|lvg.0({x:})) — DL (pr(%0)llpg.0(%0))
= Di1(po({z:})lve({2:})) — Dicr (nF (20) 14§ (20))

2(t
= [ C3 B |19 100f S0l ~ (T hoxs? — o) (Vlogpf + Vioga? — 250)|

2
g°(t)
:/ B0, [IV10ga? — sollg] .

Theorem 2. Gap(pte, Ve 9) = 0if and only if sg € Seqr.

Proof of Theorem 2. (=) Suppose the variational gap is zero. Then, as the support of p? is the
whole space of RY, Theorem 1 implies that sg(z;,t) = Vlog ¢?(z;) almost everywhere, for any
t > 0. To check if sg(zg,0) = Vlog q§ (zo) at t = 0, suppose sg(zo, 0) # V log ¢§(zo) on a set of
positive measure. Then, from the continuity of sg and V log ¢, we have sg(zs, s) # V log ¢ (z;)
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on s < to for some to. Therefore, for any ¢ € [0, 7], we conclude that sg(z;,t) = Vlogq?(z)
almost everywhere and Eq. (46) becomes

dz; = [f(zt,t) — ¢2(t)Vlog qf(zt)] dt + g(t) dwy. (51)
As the Fokker-Planck equation of the SDE of Eq. (51) becomes

% ) = ai ((~ ftaet) + Z0 0 bog ) 1))

ot

which coincide with the Fokker-Planck equation of the forward SDE of dz; = f(z:,t) dt + g(t) dwy,
we conclude sg € S,,; by definition.

(<) holds from Lemma 2. O]
Theorem 3. For any fixed s5 € Sso, if @* € argming DKL(/J,¢|‘I/¢79—), then s¢-(2¢,t) =
Viogp{ (z) = sg(z,1), and Dicr. (ko |V g) = Drr(prlpg- 6) = Gap(pag-,vg- 5) = 0.

Proof of Theorem 3. If sz € S, there exists g such that sz(z;,t) = Vlogq:(z:), where
z; ~ ¢ is governed by dz; = f(z;,¢)dt + g(t) dw, that starts from zy ~ ¢o. This implies
that the generative path measure of v g coincides with some forward path measure. On the

other hand, the forward latent diffusion is also governed by dz; = f(z;,t)dt + g(¢) dw; that

starts from zg ~ pg). Therefore, if pg’ = o almost everywhere, then the generative path mea-

sure of v, 5 coincides with the forward path measure of p1, and it holds that Dy (1gllvy g) =

fOT @E[HV log p? —V log ¢¢||2] dt—i—DKL(p?HqT) = 0. If p? # qo on a set of positive measure A,

T 4 o »
then D1 (pg vy 5) = [, gT(t)]E[HVlogpf’—Vlog q¢||3] dt+ D 1. (p2||gr) is strictly positive be-
cause ||V log p? —V 1og ¢||2 > 0 on A, for any t. This leads that if ¢* € arg ming, Drr(ellVe 6),

then D1, (g
because 0 = Dyr, (fg

I/d)*’g) =0, and pg’* = qo almost everywhere. Therefore, we get the desired result
Vg g) = Drr(prllpg- 6) > 0. O

Proposition 2. sg € Sy;, if and only if V,,s¢(2¢,t) is symmetric.

Proof of Proposition 2. If V,,s9(z¢,t) is symmetric, then sg(z;,t) is a 1-form, and sg € Sy;,. If
se € Sgiv, then there exists p; such that sg(z;,t) = Vlog p,(z;). Thus, Vsg = V2 log p;, which is
symmetric. O

Proposition 3. A matrix A € R4 is symmetric if and only if B, e, n01) [(€3 (A — AT)e1)?] =
0.
Proof of Proposition 3. As
Ee, connon[(€2 A€1 — €] A€2)?] =Ee, e, onon [(€3 (A — AT)er)?],
A is symmetric if and only if E, ¢, 0,1) [(€3 A€y — €] A€z)?] = 0. O

Proposition 4. Let €, and €5 be vectors of d independent samples from a random variable U with
mean zero. Then

Ee,col(€3 (A = AT)e1)?] = By U] A - AT

and
Var((eQT(A - AT)61)2) = Var(U?) (Var(UQ) +2(Var(U) + ]EU[U]2)2) Zb(AA)gb
+2(Var(U) + Ey[U]?)° (3Var(U2) +2(Var(U) + ]EU[U]2)2) 3 Z&A)gb(m)gd
ey
+2(Var(U) + EU[UF)“(; > (Aaay #
+3 ; ;(AA)ab(AA)ad(AA)cb(AA)cd> :

where (AA) 4 := Aap — Apa.
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Proof of Proposition 4.
2
]Eél,ez [(62 (A AT)el } 61,62 [ Zfl ZEQJ iJ Aji>2) }

61,i62,j61,r€2,s(Aij - A]z)(Ars - Asr)}

€1,52

E1 €2

2
{Zfl 152g Aji)2]

=Ey[U?)? Z(Aij — Aji)?

=Ey[U*P||A - AT |3
Also, if B:= A — AT then
4
Ee, s [(eg(A — AT)el) ]

= E517EQ § E1,a52,!)617052,1161,662,f‘51,962JLBabBchefth]
“a,b,c,de, f,g,h

= E51752 E €2 b€2,d€2,f€2 h E €1,a€1,c § 61,e‘fl,gBabBchefth]
“b,d,f,h a,c e,g

= Eel,ez Z €2 b€2,d€2,f€2 h Z € ,a Z €1 eel,gBabBadBefth:|
“b,d,f,h

+E61,€2|: § 62,1)62,d€2,f€2,h§ 61,(161,(;§ 61,661,gBabBchefth:|
bd,f,h a#c e,g

= Ee, e, [ > eneracasern Z €la Z €le abBadBefBeh}

b,d,f,h

+Ee, e, [ Z €2,5€2,d€2, €2, h Z €§,a6%,63ab3cd(3af30h + Bchah)}
b,d,f,h a#c

=Ee, eo [ > enerden fean Z €la abBadBafBah}
bd.f.h

2 2
+3E€1,€2|: Z 62,b€2,d62,f62,h251’a51,cBabBachdBch:|
b,d,f,h a#c

U[U4]ZE52[ Z 62,b€2,d€2,f62,hBabBadBafBah}
byd, [,k

+3]EU[U2]QZE52[ Z 62,b€2,d52,f€2,hBabBafBchch]
aF#c b,d,f,h

=Ey[U*] Z Ee, {Z €4Bay +3 Z Eg,beg,ngbBZd}

b bAd

+3E[U%? Y Ee, [Z by B2BY+ Y 3 a(BAB + QBabBadBd,Bcd)}
a#c b b#d

=B (U2 S Bl + 3B (U R0 [ (30D BB, + 303 BB

a,b a b#d b a#c

BRG] Y2 S (B2B% + 2BuBua BB
aFc b#d

= Eg[U*2 Y BY, + 6Eu[U*PEy (U] [ZZBabB }

ab a btd
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+3]EU U2 Z Z (B Bgd + 2BabBadBchCd)

a#c b#d
Also,
Eeea [ (€] (4 - AT)61)2]2 — (B[22 ZB,@Y
,J
=Ey[UY* Z B} B2,
1,4,7,8
(ZZB232 +ZZB2B2)
3,8 iFET
(223232 +ZZBzB2 +ZZB2BQ)
J i#Er iET jF£S
= Ey[U?]* (ZB +33 BB+ Y BB + .S BB, )
i j#s Jj o iFr IFET JFES
Therefore,

Var ((EQT(A - AT)61)2) =E e, [(EQT(A - AT)61)4} —Ee, e, [(EQT(A - AT)el)Q} ’

- (Eu[U4]2 _ ) ZB + 2By [U)? (SEU[U4 ) SN BB
a btd
+2Es U (N BB+ S BusBaaBesBea)

atc bd aze b#d
— Var(U?) (Var(U2) +2(Var(U) + EU[U]2)2) S BY,

+2(Var(U) + Eg [U]?)? (3Var(U2) +2(Var(U) + EU[U}2)2) SN BB
a b#d

+2(Var(U) + Eu[U2) (30 0 B2,B2 433" S BuvBaaBaBea)
a#c b#d a#c b#d
0

Proposition 5. Let U be the discrete random variable which takes the values 1,—1 each with
probability 1/2. Then (e} (A — AT)e1)? is the unbiased estimator of |A — AT ||%. Moreover, U
is the unique random variable amongst zero-mean random variables for which the estimator is an
unbiased estimator, and attains a minimum variance.

Proof of Proposition 5. A random variable U? has strictly positive variance if U? attains more than
two values on a nonzero measure. To make Var(U?) = 0, the random variable should be a discrete
variable which takes the values 1, -1 each with probability 1/2. O

Theorem 4 (De Bortoli et al. [15] and Guth et al. [22]). Assume that there exists M > 0 such
that for any t € [0,T] and z € RY, the score estimation is close enough to the forward score by

M, ||sg(x,t) — Viogp®?(x)|| < M, with sg € C([0,T] x R R?). Assume that ¥V log p?(z) is
C?i P(2)| < K and || 5Vlogpf ()| < Me™||z
for some K, M,a > 0. Suppose (h;l)# s a push-forward map. Then ||p, — (h;l)#pg’NHTV <
Epri(@) + Eais(¢) + Eesi (¢, 0), where Epyi(¢) = V2e T Dy, (p? \|7)Y/2 is the error originating

from the prior mismatch; Egs(p) = 6v/3(1 + Epf(z)[||z||4]1/4)(1 + K+ M1+ \/%)) is the
maxy® .

T E.st(0,0) = 2T M?2 is the score estimation error.

Remark 5. Although the proof is based on the standard form of the Ornstein- Uhlenbeck process the
direct extension of the theorem holds for generic VPSDE if there exists 3 > 0 such that < B(t) < B.
See De Bortoli [69].

discretization error with 6 =
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Lemma 4 (Lemma S11 of De Bortoli et al. [15]). Let (E, &) and (F, F) be two measurable spaces
and K : E x F — [0,1] be a Markov kernel. Then for any po, p11 € P(E) we have

oK — pKllrv < |[po — pallrv.
In addition, for any ¢ : E — F measurable we get that
lesro — expmllry < lpo — pallrv,
with equality if p is injective.

Proof of Theorem 4. Forany k € {1,..., N}, denote R}, the Markov kernel such that for any z € R?,
A€ B(R%) and k € {0, ..., N — 1} we have

_ 1z — T2 (2)|%] .
RZ+1(Z7A) = (47T7k+1) d/2 / exp [— 4k—+l dz,
A V41

k—
where for any z € R, T2, (2) = z + ve1{z + 2s0(2, )}, where t;, = 3, "

8 = Hi\; , RY. Analogously, let us define

v;. Define

|7 - 77:L<z>||2] .
441 ’

for ﬁﬁl(z) =7+ Yp41{z +2V logpf’(z, tr)} and Q% = Hf;l be.

R (2, A) = (dmypss) 2 /

exp [—
A

Suppose P is the transition kernel from time zero to 7" and P is the reverse-time measure, i.e.,
for any A € B(C) we have PF(A) = P(AF) with Af = {t — w(T —t) : w € A}. Then,
PEPr 0P ro(A) = PrPRyg(A) = PRoP 7 (A) = PR7(A) = pg (A). (52)
Combining Eq. (52) with Lemma 4, we have
Ipg — § N v = ID§ProP 70 — Q% Ty
< lpEPrioPRri0 — TPRppollry + [[7PR70 — 7Q% v + [7Q% — Q% lzv
< [P¢Prio — wllrv + 7P 70 — 7 Q% v + [7Q% — 7Q% v -

Epri Eais Ecst

The first two terms, E.;(¢) + Eqis(¢), are those terms derived in Theorem 2 of Guth et al. [22]. By
Lemma S13 of De Bortoli et al. [15], the last term, E..; (¢, 0), is bounded by

1 T
ImQ% — 7Q% 7y < 5/0 E[llbe ({2t} i—o. t) — bo({ze}io, )II] dt,

N—

where by({z}{_o,t) = 3300 Lty (Dfze, + 2logpf (z,)} and be({ze}i,, 1) =
> ff:_ol Lty tirn) (E12Ze,, + 286(21,,, tr) } are the drift terms of piecewise generative processes, given
by

dz, = [— z; — 2V10gpf; (Ztk)} dt + g(t) dw,
and
dz, = [— Zi — 2Sg(Ztk,tk)} dt + g(t) dw,

defined each of the interval [ty,t;41] for k = 0, ..., N — 1, respectively. Therefore, E.s: (¢, 0) is
bounded by

1 T
Ee(9.6) < 5 [ Elbo({z}o.t) ~ bol{m} o, )] de
0

N—-1 thil
=2>" / E[||Vlogp{ (z,) — se(zs,, t)]|?] dt
k=0 &
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Table 21: Performance comparison to linear/nonlinear diffusion models on CIFAR-10. We report
both before/after correction of density estimation performances. We report the baseline performances
of linear diffusions by training our PyTorch implementation based on Song et al. [1, | 1] with identical
hyperparameters and networks on both linear/nonlinear diffusions in order to quantify the effect of
nonlinearity in a fair setting. Boldface numbers represent the best performance in a column, and
underlined numbers represent the second best.

5 NLL (}) NELBO (]) Gap ({) FID ()
SDE | Model N"g.‘?”f Data s params after before w/residual  wioresidual | (=NELBO-NLL)
iffusion . . N ODE PC
correction correction (after) (before) after before
NCSN-++ (FID) X 63M 4.86 3.66 4.89 445 0.03 0.79 - 238
INDM (FID) v 76M 322 3.13 328 324 0.06 0.11 = 229
VE
NCSN++ (deep, FID) X 108M 4.85 345 4.86 443 0.01 0.98 - 2.20
INDM (deep, FID) v 118M 3.13 3.03 3.14 3.10 0.01 0.07 = 2.28
DDPM-++ (FID) X 62M 321 3.16 3.34 3.32 0.13 0.16 390 289
INDM (FID) v 75M 3.17 311 323 3.18 0.06 0.07 361 290
DDPM++ (deep, FID) X 108M 3.19 3.13 332 329 0.13 0.16 369 264
INDM (deep, FID) v 121M 3.09 3.02 3.13 3.08 0.04 0.06 367 315
VP DDPMi+ (NLL) X 62M 3.03 297 313 311 0.10 0.14 670 517
INDM (NLL) v 75M 2.98 2.95 2.98 2.97 0.00 0.02 601 530
INDM (NLL, ST) v 75M 301 298 3.02 3.01 0.01 0.03 388 325
DDPM-++ (deep, NLL) X 108M 3.01 2.95 311 3.09 0.10 0.14 643 488
INDM (deep, NLL) v 121M 2.97 2.94 2.97 2.96 0.00 0.02 571 479
Table 22: Performance comparison on CIFAR-10.
NLL () NELBO (}) Gap (1) FID ()
Class SDE Type Model after before w/ residual w/o residual | (=NELBO-NLL)
i ‘ - ) ODE  PC
correction correction (after) (before) after before
StyleGAN2 + ADA [70] - - - - - - 2.92
StyleFormer [32] - - - - - - 2.82
GAN SNGAN + DGflow [71] . : . . - . 9.62
TransGAN [72] - - - - - - 9.26
PixcelCNN [73] 314 - - - - - 65.9
Autoregressive PixcelRNN [73] 3.00 - - - - - -
Sparse Transformer [74] 2.80 - - - - - -
Glow [56] 335 - - - - - 489
Residual Flow [23] 3.28 - - - - - 46.4
- Flow-++ [26] 328 - - - - - 46.4
ow Wolf [24] 327 - - - . - 375
VFlow [75] 298 - B B . . ,
DenseFlow-74-10 [4] 2.98 - - - - - 34.9
NVAE [6] - - 291 - - - 235
Very Deep VAE [76] - - 2.87 - - - -
VAE §-VAE [77] - - 2.83 - - - -
DCVAE [78] - - - - - - 17.9
CR-NVAE [31] - - - - - - 251
DDPM [5] - - 3.75 - - - 3.17
NCSNv2 [7] - - - - - - 10.87
DDIM [79] - - - - - - 404
IDDPM [60] 337 - - - - - 2.90
Linear VDM [28] 2.65 - - - - - 7.41
NCSN++ (FID) [1] 4385 345 486 443 001 0.98 - 2.20
DDPM-++ (FID) [1] 3.19 313 332 329 0.13 0.16 369 2.64
DDPM-++ (NLL) [11] 3.01 295 311 3.09 0.10 0.14 643 488
CLD-SGM [20] - - - 331 - - 225 -
Diffusion SBP  SB-FBSDE[I6] \ - 298 - - - - - 318
LSGM (FID) [9] - - 345 343 - - 2.10
VAE  LSGM (NLL)-269M - - - 297 - - 6.15
based | LSOM(NLL) - - 2.87 2.87 - - 6.89
LSGM (balanced)-109M - - - 2.96 - - 460
Nonlinear LSGM (balanced) - - 2.98 2.95 - - 2.17
DiffFlow (FID) [13] \ - - 3.04 - - - - 14.14
Flow = \NDM (FID) 3.13 3.03 3.14 3.10 001 0.07 = 228
-based DM (NLL) 297 2.94 297 2.96 0.00 002 571 479
INDM (ST) 3.01 298 3.02 3.01 0.01 0.03 388 325
2
< 2TM*.
Now, from Lemma 4 and the invertibility of the flow transformation, we have
—1 o _ o _ [ (2]
Ipr — (hy )% oo nllTv = [[(hg) o pr — Po N lITv = lIP§ — PO N TV
which completes the proof. O
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Table 23: Performance comparison on CelebA 64 x 64.

Model NLL (}) NELBO (J) Gap (1) FID ()
ode after before w/res- w/ores- after before ODE PC
UNCSN++ [27] - 1.93 - - 1.92
DDGM [29] - - - - 29
Efficient-VDVAE [30] - 1.83 - -
CR-NVAE [31] - - 1.86 - -
DenseFlow-74-10 [4] 1.99 - - - - -
StyleFormer [32] - - - 3.66
NCSN++ (VE) 341 237 3.42 3.96 0.01 1.59 - 3.95
INDM (VE, FID) 2.31 1.95 2.33 2.17 0.02 0.22 - 2.54
DDPM++ (VP, FID) 2.14 207 221 222 006 0.14 232 3.03
INDM (VP, FID) 227 2.13 2.31 2.20 0.04 0.07 1.75 232
DDPM++ (VP,NLL) 200 193 2.09 2.09 009 016 395 531
INDM (VP, NLL) 205 197 2.05 2.00 0.00 0.03 3.06 5.14
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