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A APPENDIX

A.1 IMPROVE DECO WITH DEFORMABLE CONVOLUTION

As discussed in the paper, some advanced DETR variants adopt deformable attention to aggregate the
multi-scale features. As for the proposed convolutional framework, we explore whether deformable
convolution can further boost the performance of DECO+. We replace the dwconv in Self-InterConv
with a block of DCNv3. As shown in Table 1, utilizing deformable convolution brings +1.0 AP gain
and even obtains slightly faster FPS, from 66 to 67.

A.2 COMPARE DECO WITH DETR EQUIPPED WITH FLASHATTENTION

There are also some popular attempts for speeding up attention module like FlashAttention. The FPS
for DETR reported in the main manuscript is measured in Pytorch 1.10 without FlashAttention. We
utilize XFormers to adopt flash attention to DETR and measure the latency on V100 GPU. It should
be noted that flash attention is only supported in Pytorch 2.0+ and our vanilla DECO also obtains
higher FPS in this setting. As shown in Figure 1, although DETR obtains more speedup by using
Pytorch 2.1 and FlashAttention, our DECO still achieves better trade-off with respect to FPS and AP.

Table 1: Comparison between DECO+ with and without deformable convolution in Self-InterConv.

Model Backbone FPS AP)

DECO+ R18 66 40.5
DECO+ w/ DCNv3 R18 67 41.5

Figure 1: Comparisons between vanilla DECO and DETR+FlashAttention.
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