
Supplementary Materials: CodeSwap: Symmetrically Face
Swapping Based on Prior Codebook

A Implementation Details
All our experiments are implemented by Pytorch [6]. Our training
process is divided into three stages, and for each stage we use Adam
optimizer [5] with 𝛽1 of 0.9 and 𝛽2 of 0.999. The learning rate is
10−4 for the generator and 10−5 for the discriminator. We employ
the batch size of 32 on two NVIDIA A100 GPUs.

A.1 Architecture of Stage 1
In the Stage 1, we train the encoder, decoder, and the prior codebook
through a large amount of natural faces. We refer to the encoder and
decoder design of [2]. The structure is shown in Figure 1, where the
encoder and the decoder utilize a symmetrical design. In addition,
we adopt the attention mechanism at the scale of 16, which helps to
improve the generalization of the model. So in the regional control
swap task, even if only part of the code is manipulated, a natural
face image can be generated. The codebook is implemented by a
set of randomly initialized learnable parameters, with the number
of codes set to 1024 and the dimension of the codes to 256.

3 × 512 × 512

Conv
ResBlk× 2
64 × 512 × 512

ResBlk× 2
128 × 256 × 256

ResBlk× 2
128 × 128 × 128

ResBlk× 2
256 × 64 × 64

ResBlk× 2
256 × 32 × 32

ResBlk
AttnBlk

512 × 16 × 16

ResBlk

GroupNorm
Conv

256 × 16 × 16

GroupNorm

Conv
GroupNorm

Conv

SiLU

SiLU

ResBlock

GroupNorm

1 × 1Conv

SoftMax

1 × 1Conv 1 × 1Conv 1 × 1Conv
K Q V

AttentionBlock

256 × 16 × 16

AttnBlk
ResBlk

512 × 16 × 16

× 2

Conv

ResBlk
AttnBlk
ResBlk

512 × 16 × 16

AttnBlk
ResBlk × 2

512 × 16 × 16

ResBlk× 2
256 × 32 × 32

ResBlk× 2
256 × 64 × 64

ResBlk× 2
128 × 128 × 128

ResBlk× 2
128 × 256 × 256

Conv
ResBlk× 2

Conv
GroupNorm

3 × 512 × 512

Down

Down

Down

Down

Down
Up

Up

Up

Up

Up

(a) (b)

Figure 1: The detailed structure of our encoder and decoder.
(a) encoder, (b) decoder.

A.2 Architecture of Stage2
In the Stage 2, we design a Transformer-based Global Fusion Mod-
ule and a code selector consisting of a classifier, which is shown in
Figure 2 (a). The encoder E and decoder D are trained in Stage 1
and frozen in this Stage. For the Global Fusion Module, we adopt
the learnable positional coding to capture the positional informa-
tion between different codes [3]. The overall structure of Stage 2 is
similar to the Vision Transformer [3], but instead of having addi-
tional class token, we pass all codes through the classifier to obtain
probability vectors for each code to achieve code manipulation.
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Figure 2: The detailed structure of framework. (a) backbone
network for face swapping, (b) mask generator.

A.3 Architecture of Stage 3
The detail of our mask generator is shown in Figure 2 (b). Inspired
with [1, 7] that utilize the features of StyleGAN’s [4] middle layer
to generate masks, we utilize the capabilities of our pretrained
encoder and decoder. Specifically, we extract features from the
intermediate layers of the encoder and decoder with scales of 32,
64, 128, and 256. Each layer is processed through a convolutional
layer, followed by an activation function and upsampling. The
dimensions are progressively concatenated, and finally, a sigmoid



MM ’24, October 28-November 1, 2024, Melbourne, VIC, Australia

FSGAN SimSwap InfoSwapMegaFS DiffSwap BlendFace E4S CodeSwapSource Target RAFSwap

Figure 3: Comparison with existing methods with facial occlusion (Zoom in for details).
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Figure 4: Face swapping between males. These images contain different lighting, poses, ages and occlusions (Zoom in for
details).

function mapping the output values to the range between 0 and 1
to generate the mask.

B More Quantitative Results
In this section, we provide some qualitative comparison with exist-
ing methods with facial occlusion. What’s more, we also provide
more results of our method in the form of the image matrix to show
our robustness.

B.1 Comparison with Facial Occlusion
We compare CodeSwap with existing methods to test the ability of
our method to handle facial occlusion. As shown in Figure 3, our
face swapping results still retain the occlusion in the red box better,
which demonstrates the excellence of our method in dealing with
facial occlusion.

B.2 More Swapping Results
We provide more face swapping results of our method in the form
of image matrices, as shown in Figure 4 and Figure 5. These images
contain different poses, lighting, ages, and occlusions. The results
show that our method performs well in these difficult cases.
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Figure 5: Face swapping between females. These images contain different lighting, poses, ages and occlusions (Zoom in for
details).
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