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6 Appendix

6.1 Robustness for contour estimation

We leverage a referring segmentation model to roughly estimate object contours mentioned in the
description, which enables us to perform the instance-aware sampling strategy. To further demonstrate
the robustness of our model, we manually annotate a sequence of contours ranging from coarse to
fine and visualize the corresponding colorization results. As shown in Figure 8, our model presents a
remarkable ability to produce condition-consistent colorization results even using imprecise contours.
This is because the sampling is performed in the latent space using downsampled contours and the
compression decoder in the pixel space could adaptively fix color bleeding issues.

The tricycle on the left is red, and the tricycle on the right is orange.

A purple car is parking on the roadside.
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Figure 8: Visualization of colorization results by applying contours from coarse to fine.
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6.2 Additional comparison results

As presented in Sec. 4.1 of the main paper, we comprehensively evaluate our method on language-
based colorization datsets, where we make comparisons with language-based colorization methods
(e.g., LBIE [3], ML2018 [6], Xie2018 [14], L-CoDe [12], L-CoDer [1], and L-CoIns [2]) using
complete-level and partial level descriptions, and comparisons with automatic colorization methods
(e.g., CIC [15], InstColor [9], ChromaGAN [10], BigColor [5], DISCO [13], and CT2 [11]) using
scarce-level descriptions.

Following the evaluation protocol on ImageNet dataset [7], we evaluate colorization results at the
more common resolution of 256× 256, instead of 224× 224 resolution in previous works [1, 2, 12].
This higher resolution increases the difficulty of the colorization, resulting in slightly lower scores
for the quantitative metrics (see Tab. 1 of the main paper), compared to those reported in previous
works [1, 2, 12]. Additionally, we provide more qualitative comparison results with language-based
colorization methods and automatic colorization methods in Fig. 9 and Fig. 10, respectively.

6.3 Additional ablation results

To demonstrate the effectiveness of our proposed luminance-guided image compression, semantic-
aligned latent representation, and instance-aware sampling strategy (details in Sec. 4.3 of the main
paper), we create three baselines by disabling corresponding modules. Additional qualitative ablation
study results are shown in Fig. 11.

6.4 Additional application results

We demonstrate our generalization capability by showing more colorization results on legacy black-
and-white photos in Fig. 12, where results are presented sequentially from left to right using descrip-
tions at the complete, partial, and scarce levels.

6.5 Diverse colorization results

By leveraging the inherent stochasticity of diffusion models [4, 8], which sample noise from a
Gaussian distribution at each step of the denoising process, our method could effectively generate
diverse colorization results for unmentioned objects in descriptions. We show our diverse colorization
results with partial-level and scarce-level descriptions in Fig. 13.

Furthermore, we present more challenging results of our L-CAD using complete-level, partial-level,
and scarce-level descriptions in Fig. 14, Fig. 15, and Fig. 16, respectively. These demonstrate that our
method could produce high-quality colorization results for diverse and complex scenarios.
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There is a colorful

train in the image.

A man wearing 

red T-shirt, black

shorts and white

shoes is hitting a 

yellow-green

tennis ball with a 

tennis racket.

A gray cat sat on a 

purple and gray

sofa staring at a 

black dog.

In front of the 

green wall is a girl 

dressed in grey

and a girl dressed 

in purple.

The wood table 

that is to the left of 

the blue container 

or to the right of 

the pink and white

couch.

The white napkin 

that is sitting on 

top of the gray

table or filled with 

the orange juice

Figure 9: More comparison results with language-based colorization methods.
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Figure 10: More comparison results with automatic colorization methods.
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GrayscaleDescription W/o LIC Ours

The boy is 

wearing a 

yellow T-shirt, a 

white hat, and 

blue pants, 

holding a pizza.

W/o SLR W/o ISSGround Truth

A purple bus is 

parked on the 

roadside.

A colorful image.
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Figure 11: More ablation study results.

In front of the green

vegetable stand 

stood a man in 

yellow clothes and 

green trousers.

1960. "Judge Myles 

Paige. Columbus, 

Georgia."

1940. " The family of 

Mr. Timothy Levy 

Crouch at their 

Thanksgiving Day 

dinner "

A colorful image.

There was a cyan

car in the middle of 

the road.

There was a yellow

car in the middle of 

the road.

1957.  "Plymouth vs. 

Ford on the streets of 

Oakland circa."

There are many 

green trees along 

the beige path.

1897. "Palm walk on 

Lake Worth, Palm 

Beach."

1940.  “Stephen A. 

Lynch Jr. residence, 

Sunset Island, Miami 

Beach.”

A colorful image.

The man on the left 

was wearing an 

orange suit and the 

man on the right is 

wearing a pink suit.

The man on the left 

was wearing a gray

suit and the man on 

the right is wearing a 

khaki suit.

1925.  "Washington, 

D.C. Judge Geo. H. 

MacDonald & Geo. G. 

Adams."

Figure 12: More colorization results of legacy black-and-white photos.
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The girl wearing 

an orange top is 

sitting on a 

skateboard.

A blue fire hydrant 

in the wilderness.

The white boat 

and oars are on 

the beach.

An orange train 

passes through 

the forest.

Ours
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Figure 13: Diverse colorization results.
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The person on the left 

is wearing a blue T-

shirt, while the person 

on the right is wearing 

a gray T-shirt.

There are two cows 

on the green grass. 

The one in front is 

white and the one 

behind is brown.

The left person is 

wearing black clothes, 

the middle person is 

wearing pink clothes, 

and the right person 

is wearing white

clothes.

An adult and a child 

wearing a light pink T-

shirt and a yellow

helmet.

The left is orange

pepper, the right is 

yellow pepper, the 

middle is red pepper.

There is a beige dog 

on the green grass, 

trying to grab a yellow

Frisbee.

There are two boats 

in the picture. The left 

is a green boat, and 

the right is a purple

boat.

Two white teddy 

bears are dressed in 

pink and red.

There is chocolate

cake on a white plate.

There is a colorful bus 

in front of the beige

building.

The umbrella on the 

left is blue and the 

one on the right is red.

The car on the top is 

golden. The car on 

the bottom is blue.

The beige dog is 

holding a green

frisbee on the green

grass.

The right is pale 

green cup, the middle 

is brown cup, the left 

is light pink cup.

The skateboards on 

the green grass are 

blue, green, white, 

orange and red from 

left to right.

Brown teddy bear 

lying on green grass.

The child on the left is 

wearing black clothes, 

while the child on the 

right is wearing pink

striped clothes.

The top half of the 

hydrant is red and the 

bottom half is yellow.

Figure 14: More results of our L-CAD using complete-level descriptions.
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Cat and dog are lying 

on the orange sofa.

There are red sofas in 

the room.

A slice of cake and a 

fork by sliced orange 

and a black Guinness.

The kitten is wearing 

a red Christmas hat.

Articulated bus is red

on the street.

A fat orange cat 

sitting on the ground.

A red bus is driving 

down the street.

A yellow school bus is 

traveling down a 

street.

A green mountain 

over a river.

Some vegetables on 

a white plate ready to 

be cut.

There is a cat on the 

blue sofa.

The wall in the living 

room is red.

There is a black

leather sofa in the 

living room.

The old woman on 

the bench is dressed 

in purple.

There is a black chair 

at the computer desk.

A dog lies on a

orange blanket.

A car with red and 

white stripes was 

parked on the grass.

The man wears a 

black coat and 

carries toys.

Figure 15: More results of our L-CAD using partial-level descriptions.
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Figure 16: More results of our L-CAD using scarce-level descriptions.
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