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Abstract001

With the rise of online social networks, de-002
tecting fake news accurately is essential for003
a healthy online environment. While existing004
methods have advanced multimodal fake news005
detection, they often neglect the multi-view006
visual-semantic aspects of news, such as dif-007
ferent text perspectives of the same image. To008
address this, we propose a Multi-View Visual-009
Semantic Representation (MViR) framework.010
Our approach includes a Multi-View Repre-011
sentation module using pyramid dilated con-012
volution to capture multi-view visual-semantic013
features, a Multi-View Feature Fusion module014
to integrate these features with text, and multi-015
ple aggregators to extract multi-view semantic016
cues for detection. Experiments on benchmark017
datasets demonstrate the superiority of MViR.018
The codes will be released.019

1 Introduction020

Fake news refers to deliberately spreading false021

or misleading information with the aim of deceiv-022

ing the public, creating confusion, manipulating023

public opinion, or achieving specific political, eco-024

nomic, or social objectives. Online social networks025

(OSNs) have increased the convenience of real-026

time information dissemination, but they also lead027

to the rapid and widespread dissemination of fake028

news, causing detrimental effects on the online en-029

vironment (Aïmeur et al., 2023). Detecting fake030

news has thus become a current research hotspot.031

Early works primarily focused on manually ex-032

tracting features from text content (Choudhary and033

Arora, 2021), such as the proportion of negation034

words, writing style, and language styles. How-035

ever, traditional methods are inefficient and unable036

to handle large amounts of data. Therefore, re-037

searchers began to focus on deep learning-based038

automatic fake news detection. Bhattarai et al.039

(Bhattarai et al., 2021) captured the lexical and se-040

mantic properties of news text. Jin et al. (Jin et al.,041

View1
A large "Welcome to Sochi!" sign is 
displayed near the beachfront area 
on Feb. 18, 2013 in Sochi, Russia.

View3

Enjoy your stay in Sochi. Waterslide! 
Lighthouse! Camping!

View2

A man sits among his belongings 
on the beachfront in central Sochi 
on February 18, 2013.

View4
Thousands of ordinary people in the 
Sochi region are enduring squalor 
and environmental pollution.

Figure 1: Motivation of our proposed MViR. We can
see that different news texts describe the same image
from various perspectives. For instance, some focus on
the background building, others on the sign, and some
on the person.

2016) detected fake news by leveraging significant 042

disparities in image distributions. 043

With the development of OSNs (Aïmeur et al., 044

2023), multimodal fake news (Zhou and Zafarani, 045

2020; Singh et al., 2021), which includes text, im- 046

ages, and videos, has emerged. These forms are 047

often more attractive and have a broader reach than 048

traditional unimodal fake news. EANN (Wang 049

et al., 2018) introduces an event discriminator to 050

detect fake news. MVAE (Khattar et al., 2019) in- 051

corporates a multimodal variational autoencoder 052

for multimodal fake news detection. MCAN (Wu 053

et al., 2021) designs a co-attention network to better 054

fuse multimodal features. 055

However, existing multimodal fake news detec- 056

tion methods struggle to effectively capture the 057

multi-view visual-semantic relationships present 058

in news content. News images often contain infor- 059

mation from various perspectives. For instance, as 060

shown in Figure 1, the left side illustrates an im- 061

age associated with fake news, while the right side 062

presents the accompanying text. It is evident that 063

the text reports multiple aspects of the image from 064

different viewpoints, a common phenomenon in 065

real-world news articles. This poses a challenge for 066

previous detection methods (Tufchi et al., 2023), as 067

they often fail to consider the multi-view semantics 068

of the content for trustworthy fake news detection. 069

We propose a multi-view visual-semantic rep- 070
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Figure 2: The MViR framework consists of three modules: Multi-View Representation (MVR), Multi-View Feature
Fusion (MVFF), and Multi-View Aggregation (MVA). It extracts image and text features, learns multi-view visual-
semantic representations via MVR, fuses features with MVFF, and uses MVA to generate embeddings and predict
fake news probabilities.
resentation for fake news detection (MViR) to ad-071

dress the above issues. Specifically, we propose a072

multi-view representation module to extract multi-073

view fine-grained features from images, thereby074

providing the model with comprehensive multi-075

view visual-semantic information. Afterward, we076

use a multi-view feature fusion module to fuse im-077

age and text information, further enhancing the078

representation capability of multi-view features.079

Finally, we use a Multi-View Aggregation module080

to process the fused features and extract multi-view081

semantic cues to enhance fake news detection. Our082

main contributions include:083

(1) We design a multi-view representation mod-084

ule, which can explicitly model the multi-view se-085

mantics in news images and capture the multi-view086

features within the images.087

(2) We design a multi-view aggregation module,088

which can explicitly learn multi-view embeddings,089

extract multi-view semantic cues from news and090

utilize them to enhance the model’s ability to iden-091

tify fake news.092

(3) Experiments conducted on the widely used093

datasets show that MViR significantly outperforms094

previous approaches.095

2 Methodology096

As shown in Figure 2, MViR consists of three main097

parts: Multi-View Representation (MVR), Multi-098

View Feature Fusion (MVFF), and Multi-View Ag-099

gregation (MVA).100

2.1 Feature Extraction101

For a image I from multimodal news, we uti-102

lize VGG-19 (Simonyan and Zisserman, 2014) to103

extract visual features. These features are sub-104

sequently projected into a d-dimensional space105

via a fully connected (FC) layer, yielding image106

features represented as V = [v1, v2, . . . , vr] ∈107

Rr×d, where r denotes the number of extracted re-108

gions. Similarly, for a text T containing m words, 109

word embeddings are extracted using a pre-trained 110

BERT (Devlin, 2018), which are mapped to the d- 111

dimensional space using a FC layer. Text features 112

are expressed as T = [t1, t2, . . . , tm] ∈ Rm×d. 113

2.2 Multi-View Representation 114

We propose a Multi-View Representation (MVR) 115

module to capture the multi-view semantics of im- 116

ages. Understanding an image from different per- 117

spectives means that each region requires different 118

attention from different perspectives. To achieve 119

this, we employ a pyramid dilated convolution (Yu, 120

2015; Qu et al., 2020) layer with K parallel ker- 121

nels to aggregate multi-scale contextual informa- 122

tion from the image, which serves as the basis for 123

calculating view-specific importance scores. 124

ski = Convd(V,wk, dk), k = 1, 2, . . . ,K (1) 125

where wk and dk denote its kernel size and dilation 126

rate, ski denotes the output of the k-th kernel. We 127

then concatenate these outputs: 128

si = Concat(s1i , ..., s
K
i ), (2) 129

where Concat(·) denotes the concatenation of vec- 130

tors. Afterward, a FC followed by a softmax acti- 131

vation is applied to compute the multi-view matrix 132

Ŝ = [ŝ1; ...; ŝr] ∈ Rr×N , where N is the number 133

of views, and ŝi is the i-th row vector. The above 134

process can be summarized as follows: 135

ŝij =
exp ((Wssi + bs)j)∑r
j=1 exp ((Wssi + bs)j)

, (3) 136

where (Wssi + bs) ∈ Rr×N , ŝi ∈ RN represents 137

the importance scores of the i-th region over N 138

views, Ws ∈ RN×d and bs ∈ R1×N are the learn- 139

able weights and bias, respectively. Finally, the 140

image features can be summarized into a multi- 141

view representation V∗ ∈ RN×d as follows: 142

V∗ = ŜTV. (4) 143
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Table 1: Results on two datasets. The best performance is in bold, while underlining highlights the follow-up.

Dataset Method Accuracy Fake News Real News

Precision Recall F1 score Precision Recall F1 score

Weibo

EANN (Wang et al., 2018) 0.827 0.847 0.812 0.829 0.807 0.843 0.825
SAFE (Zhou et al., 2020) 0.816 0.818 0.815 0.817 0.816 0.818 0.817
MCAN (Wu et al., 2021) 0.899 0.913 0.889 0.901 0.884 0.909 0.897
CAFE (Chen et al., 2022) 0.840 0.855 0.830 0.842 0.825 0.851 0.837

FND-CLIP (Zhou et al., 2023) 0.907 0.914 0.901 0.907 0.917 0.901 0.908
MSACA (Wang et al., 2024) 0.903 0.935 0.873 0.903 0.872 0.935 0.902

EVENT-RADAR (Ma et al., 2024) 0.919 0.924 0.905 0.914 0.932 0.915 0.924
MViR (Ours) 0.924 0.944 0.906 0.920 0.906 0.941 0.928

GossipCop

EANN (Wang et al., 2018) 0.864 0.702 0.518 0.594 0.887 0.956 0.920
SAFE (Zhou et al., 2020) 0.838 0.758 0.558 0.643 0.857 0.937 0.895

SPOTFAKE (Singhal et al., 2020) 0.858 0.732 0.372 0.494 0.866 0.962 0.914
CAFE (Chen et al., 2022) 0.867 0.732 0.409 0.587 0.887 0.957 0.921

FND-CLIP (Zhou et al., 2023) 0.880 0.761 0.549 0.638 0.899 0.959 0.928
MSACA (Wang et al., 2024) 0.887 0.816 0.538 0.648 0.897 0.971 0.933

RaCMC (Yu et al., 2024) 0.879 0.745 0.563 0.641 0.902 0.954 0.927
MViR (Ours) 0.895 0.784 0.619 0.692 0.914 0.963 0.937

2.3 Multi-View Feature Fusion144

We propose a Multi-View Feature Fusion (MVFF)145

module that combines multi-view image features146

with the corresponding text features, further en-147

hancing their representational capacity. MVFF con-148

sists of l multi-view fusion layers, each containing149

a co-attention mechanism (Lu et al., 2019) and a150

feed-forward network (FFN). Both components are151

enclosed by a residual connection and followed by152

layer normalization. The co-attention extends the153

standard multi-head attention by using queries (Q)154

from one modality and keys (K) and values (V )155

from another. In our approach, Q comes from the156

multi-view features of the image or fused features,157

while K and V come from the text.158

Qi = V∗WQ
i , Ki = TWK

i , Vi = TWV
i , (5)159

where WQ
i ,WK

i ,W V
i ∈ R1×dh are the projection160

matrices for the i-th head, H denotes the number161

of heads, dh = d/H is the dimension of the output162

feature of each head. The calculation process of163

the co-attention can be presented as follows:164

MultiHead(Q,K, V ) = Concat(h1, h2, ..., hH)WO +V
(6)165

where WO ∈ Rd×d is learnable weights, and166

hi = Att(Qi,Ki, Vi). Att denotes the scaled-dot167

product attention, defined as follows:168

Att(Qi,Ki, Vi) = softmax

(
QiK

⊤
i√

dh

)
Vi. (7)169

To enhance the representational capacity of the170

fused features, the output of the co-attention is pro-171

cessed through an FFN. It is implemented as a two-172

layer multi-layer perceptron (MLP) with a ReLU173

activation function applied between the layers. The174

above process can be summarized as follows:175

X = FFN(MultiHead(Q,K, V ))⊕Q, (8)176

where X ∈ RN×d denotes the features after fu-177

sion, ⊕ represents the fusion operation, e.g., vector178

concatenation or elementwise add.179

2.4 Multi-View Aggregation 180

The uniqueness of the Multi-View Aggregation 181

(MVA) module lies in its use of multiple aggrega- 182

tors to generate a set of embeddings from the fused 183

features, explicitly modeling multi-view features. 184

This allows for the evaluation of news authentic- 185

ity through multi-view semantic cues. Specifically, 186

after obtaining a fused feature set {xn}Nn=1, a se- 187

ries of feature aggregators {fv
n}Nn=1 are used to 188

aggregate {xn}Nn=1 into a set of semantic cues em- 189

beddings {x̂n}Nn=1: 190

x̂n = fv
n

(
{xn}Nn=1

)
, (9) 191

where x̂n ∈ Rd. Each x̂n represents the semantic 192

cues of a set of views. N is the number of views. 193

Next, we combine the semantic cues from each 194

view with the text features and use a decision net- 195

work to assess whether the news is true or fake. We 196

employ only a single aggregator to obtain the text 197

embedding: 198
zn = max

(
0,WfConcat(x̂n, f

t(T ))
)
, (10) 199

200
ŷ =

N
max
n=1

(softmax (znWl)) , (11) 201

where ŷ represents the probability of the news be- 202

ing fake, Wf represents the parameters of the fully 203

connected layers, and Wl represents the parame- 204

ters of the linear layer within the softmax function. 205

For multiple semantic cues from different views of 206

news, if any of these cues is detected as fake, the 207

news is classified as fake. 208

2.5 Objective Function 209

We leverage cross-entropy to measure the classifi- 210

cation loss and train our model: 211

L =

N∑
i=1

− [yi ∗ log (ŷi) + (1− yi) ∗ log (1− ŷi)] , (12) 212

where N denotes the number of news reports, yi 213

represents the ground-truth label of the i-th news. 214

Labels 0 and 1 refer to real news and fake news, 215

respectively. 216
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Table 2: Ablation study on two datasets.
Method Accuracy

F1 score
Fake News Real News

Weibo

MViR (Ours) 0.924 0.920 0.928
w/o MVR 0.901 0.893 0.909
w/o MVFF 0.894 0.884 0.902
w/o MVA 0.907 0.904 0.909

Max Probability(Real) 0.912 0.908 0.915
Average Probability 0.918 0.915 0.921

GossipCop

MViR (Ours) 0.895 0.692 0.937
w/o MVR 0.883 0.648 0.930
w/o MVFF 0.881 0.667 0.927
w/o MVA 0.886 0.639 0.932

Max Probability(Real) 0.874 0.655 0.915
Average Probability 0.884 0.653 0.929

Table 3: Analysis for different numbers of MVFF layer.

Layers Accuracy F1 score
Fake News Real News

Weibo
2 0.912 0.908 0.915
3 0.924 0.920 0.928
4 0.917 0.915 0.921

GossipCop
2 0.884 0.648 0.930
3 0.895 0.692 0.937
4 0.891 0.674 0.935

3 Experiments217

3.1 Datasets and Experimental Settings218

We performed experiments using two real-world219

datasets: Weibo (Jin et al., 2017) and GossipCop220

(Shu et al., 2020). The Weibo dataset contains a221

total of 9,528 news, with 7,532 used for training222

and 1,996 used for testing. The GossipCop dataset223

contains a total of 12,840 news, with 10,010 used224

for training and 2,830 used for testing. For fairness225

in comparison, we adhered to the data-splitting pro-226

tocol and processing steps used in prior works (Wu227

et al., 2021; Ying et al., 2023).228

Experiments were carried out on an NVIDIA229

Tesla A100 GPU. For the Weibo and GossipCop230

datasets, we adopted bert-base-chinese and bert-231

base-uncased respectively to extract text features.232

More details of the implementation can be found233

in the appendix A.234

3.2 Performance Comparison235

Table 1 shows the performance comparison be-236

tween MViR and the baseline methods. MViR237

demonstrated excellent performance across all met-238

rics, including accuracy, precision, recall, and F1239

score. MViR achieved an average accuracy of240

92.4% on the Weibo dataset and 89.5% on the Gos-241

sipCop dataset, outperforming the best existing242

models by 1.9 and 1.7 percentage points.243

While many methods, such as MCAN, detect244

fake news by fusing multimodal features, they do245

not consider the multi-view characterization of fake246

news. In contrast, MViR effectively captures the247

multi-view features of images, thus improving the248

performance of multimodal fake news detection.249

Figure 3: Analysis for different numbers of views.

3.3 Ablation Study 250

To evaluate the contribution of each component in 251

MViR, we removed the MVR, MVFF, and MVA 252

modules individually. Table 2 shows that removing 253

any module leads to a significant performance drop, 254

confirming that the components complement each 255

other to improve fake news detection. Additionally, 256

we compared decision networks using maximum 257

real news probability, average probability, and max- 258

imum fake news probability. The results indicate 259

that the network using maximum fake news proba- 260

bility performs best, as it can capture more reliable 261

key features of fake news. 262

3.4 Parameter Sensitivity Analysis 263

Impact of the Number of Feature Fusion Lay- 264

ers: As shown in Table 3. The experimental results 265

demonstrate that appropriately increasing the num- 266

ber of layers can promote interactions between dif- 267

ferent modality features, thereby enhancing model 268

performance. However, when the number of layers 269

becomes larger, further increases result in perfor- 270

mance degradation, likely due to excessive model 271

complexity leading to overfitting. 272

Impact of the Number of views: We also ana- 273

lyzed the impact of the number of viewpoints on 274

model performance, as shown in Figure 3. It can be 275

observed that appropriately increasing the number 276

of viewpoints helps capture richer details and more 277

diverse features, thereby improving performance. 278

However, when the number of viewpoints increases 279

further, the model’s performance may decline due 280

to the introduction of redundant information, which 281

could affect its generalization ability. In our exper- 282

iments, MViR performed best with 12 viewpoints. 283

4 Conclusion 284

In this work, we propose MViR, a novel frame- 285

work for fake news detection using multi-view 286

visual-semantic representations. Our approach in- 287

cludes a multi-view representation module to ex- 288

tract visual-semantic features from images, a fea- 289

ture fusion module to combine image and text fea- 290

tures, and a Multi-View Aggregation module to 291

learn multi-view embeddings. Experiments on two 292

benchmark datasets show that MViR outperforms 293

existing state-of-the-art methods. 294
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Limitations295

In this work, we propose MViR for detecting mul-296

timodal fake news. Although our approach demon-297

strates excellent performance, it still has the follow-298

ing limitations:299

• Although MVIR performs best on most met-300

rics, it underperforms EVENT-RADAR and301

MSACA on a few individual metrics (e.g., real302

news precision on the Weibo dataset). This303

may stem from dataset-specific biases or the304

model’s sensitivity to certain semantic cues,305

which warrants further investigation.306

• Experiments were conducted on the Weibo307

and GossipCop datasets, which are relatively308

small and domain-specific. The model’s gen-309

eralization capability on larger, cross-domain310

datasets (e.g., Twitter, news articles) requires311

further validation.312

• The multimodal processing pipeline intro-313

duces additional complexity, but the computa-314

tional overhead (e.g., training time, memory315

usage) has not been quantified. Efficiency316

analysis is critical for practical deployment,317

especially on social platforms requiring real-318

time detection. In future work, we will fur-319

ther evaluate MViR’s efficiency and conduct320

more comprehensive experiments on addi-321

tional datasets.322

Ethical Statement323

Our proposed multimodal detection method aims324

to reduce false news on the internet and maintain325

a healthy online environment. This paper adheres326

to the ACM Code of Ethics and Professional Con-327

duct. All experimental data used in our research328

originates from publicly accessible resources, and329

before utilization, we confirm that it complies with330

relevant usage regulations and does not contain331

sensitive private information. Additionally, appro-332

priate citations are given to the sources of related333

papers and pre-trained models utilized in our work.334

Lastly, our code will be released under the license335

applicable to any artifacts used.336
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A Implementation444

We implemented MViR using PyTorch 2.3.1 and445

conducted all experiments on a single NVIDIA446

Tesla A100 GPU. For text feature extraction, we447

used bert-base-chinese for the Weibo dataset with448

a maximum sequence length of 160, and bert-base-449

uncased for the GossipCop dataset with a maxi-450

mum sequence length of 394. Images were resized451

to 224×224 to match the input dimensions of the452

pre-trained VGG-19 model. The dimensions of453

image and text features d were set to 256, with454

the number of heads set to 4 and a dropout rate455

of 0.5. We trained the model using AdaBelief for456

50 epochs with a batch size of 32 and an initial457

learning rate of 1e-4. Additional implementation458

details can be found in the code.459

The specific Pyramid Dilated Convolutional Lay-460

ers are shown in Table 4, where k denotes the ker-461

nel number, wk represents the kernel size, dk rep-462

resents the dilation rate, and sk represents output463

channel of k-th convolution kernel, respectively.464

As the dilation rate increases, the receptive field of465

the kernel is enlarged without reducing the regional466

resolution.467

We also provide a statistical overview of the468

detailed parameters for the two datasets (Weibo469

and GossipCop) used in our study, as shown in470

Table 5.471

Table 4: Configurations of pyramid dilated convolution

k 1 2 3 4 5 6 7
wk 1 3 3 3 5 5 5
dk 1 1 2 3 1 2 3
sk 256 128 128 128 128 128 128

Table 5: Statistics of datasets.

Weibo GossipCop
Total news 9528 12840
Images 13272 15488
Fake news 3783(Train) 2036(Train)

1000(Test) 545(Test)
Real news 3749(Train) 7974(Train)

996(Test) 2285(Test)

B Baselines472

To evaluate the performance of MViR, we com-473

pared it with several baseline approaches in our474

experiments, all of which are classic schemes in475

the field of fake news detection. We provide a brief 476

introduction to each of them: 477

EANN (Wang et al., 2018) enhances the detec- 478

tion capability of fake news in new events by build- 479

ing an end-to-end framework that includes multi- 480

modal feature extraction, fake news detection, and 481

event discrimination to learn event-invariant feature 482

representations. 483

SAFE (Zhou et al., 2020) effectively identifies 484

fake news by jointly learning the textual and visual 485

features of news articles and their cross-modal re- 486

lationships, utilizing a similarity-aware approach 487

to detect content mismatches. 488

MCAN (Wu et al., 2021) better fuses textual and 489

visual features for fake news detection by learning 490

the inter-dependencies among multimodal features. 491

CAFE (Chen et al., 2022) is a method for detect- 492

ing fake news that improves accuracy by assessing 493

ambiguities between different media types and cap- 494

turing how they relate to each other. 495

FND-CLIP (Zhou et al., 2023) is a framework 496

that uses CLIP technology to combine text and 497

image information for better fake news detection. 498

MSACA (Wang et al., 2024) is a network that 499

improves fake news detection by aligning text and 500

images at multiple scales and using attention to 501

select the best features. 502

EVENT-RADAR (Ma et al., 2024) is a frame- 503

work that detects fake news by analyzing multi- 504

modal information in events and calculating the 505

credibility of each view. 506

SPOTFAKE (Singhal et al., 2020) is a method 507

that uses transfer learning to combine text and im- 508

age information for more accurate fake news detec- 509

tion. 510

RaCMC (Allein et al., 2021) enhances the dif- 511

ferences between real and fake news by utilizing 512

multi-scale feature interaction and fusion, along 513

with multi-granularity constraints, to improve the 514

accuracy of fake news detection. 515

C Case Study 516

To further illustrate the importance of multi- 517

perspective analysis for fake news detection, we 518

compared the detection results of MViR with base- 519

line approache MVAE and showcased some fake 520

news instances (translated into English) that were 521

correctly identified by MViR but overlooked by 522

MVAE, as shown in the Figure 4. A common fea- 523

ture of these fake news items is their rich image 524

perspective information; previous works, which ig- 525
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In Beijing, a car entered a non-
motorized zone and was noticed 
by a foreigner who politely asked 
the driver to leave. The driver 
refused,  honked loudly ,  and 
threatened to damage her bicycle. 
No bystanders intervened to 
condemn the driver's actions.

A Chinese-American firefighter 
lost his life while performing a 
firefighting mission. To honor his 
bravery and selfless dedication, 
the U.S. government held a state 
funeral, lowered flags nationwide, 
a n d  p r o v i d e d  s i g n i f i c a n t 
compensation to his family.

Figure Post

Figure 4: Case study.

nored the multi-perspective characteristics of fake526

news, resulted in inaccurate identification. In con-527

trast, MViR successfully recognized these fake528

news instances by capturing multi-perspective fea-529

tures from both images and text. These exam-530

ples demonstrate that a single image representation531

struggles to comprehensively describe image infor-532

mation, leading to misclassification of certain fake533

news items that contain multi-perspective details.534
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