
Leveraging prior work [2], we seek to enable white-box 
selection of prompts and LLMs during deployment.

We use high-level action abstration and model-based planning 
[3] for object search in partially known environments.

Applying black-box model selection for selecting 
prompts during deployment is too slow.
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Upper Confidence Bound (UCB) 
bandit selection[1] trades off between 
exploitation and exploration to select 
among prompts and LLMs and takes 
many trials before converging 
towards the best prompt-LLM pair θ  
accumulating large regret.

UCB Bandit based prompt-LLM 
selection in trial k+1:

We consider the problem of selecting best prompts and LLMs during 
deployment when a robot is deployed for LLM-informed object search 
tasks in partially-known environments.

Problem Statement

Different prompts lead to different behavior during 
deployment for object search tasks.

Our approach enables quick selection of best 
prompts and LLMs during deployment.

Prompt Selection Results
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In trial k+1, policy πθ with prompt-LLM pair θ to be selected for deployment is 
given by:

Leveraging prior work by Paudel and Stein [2] on white-box selection, 
our approach uses information collected during trial (e.g. objects found 
in explored containers) and the map to replay the robot behavior 
informed by all other alternative prompts and LLMs, the outcomes of 
which are used for selection of best prompts and LLMs.

Performance when deploying only one policy/prompt/LLM combination:
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